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How Much is Learning Measurement Worth? 
Assessment Costs in Low-Income Countries

Daniel A. Wagner
International Literacy Institute, University of Pennsylvania

Andrew Babson
International Literacy Institute, University of Pennsylvania

Katie M. Murphy
International Literacy Institute, University of Pennsylvania

Timely and credible data on student learning has become a global issue in the ongoing effort to improve educational outcomes. With the potential to serve as a powerful diagnostic tool to gauge the overall health and well-being of an educational system, educational assessments have received increasing attention among specialists and the media. Though the stakes are high, relatively little is known about the cost-benefit ratio of various assessments compared to other educational expenditures. This paper presents an overview of four major types of assessments—national, regional, international and hybrid—and the costs that each has incurred within 13 distinct contexts, especially in low-income countries. The findings highlight broad variation in the total cost of assessment and the cost-per-learner. This underscores the importance of implementation strategies that appropriately consider scale, timeliness, and cost-efficiency as critical considerations for any assessment.

Throughout the global arena, government agencies, international organizations, donors and private sector partners increasingly emphasize the need for timely and credible data on student learning that may inform the design of effective mechanisms to improve educational outcomes. Considerable attention at these multiple levels, compounded by a heightened publicity in the media, has prompted a dramatic and global growth in the use of learning assessments (Kamens & McNeely, 2010).

At the same time, the reality of restricted educational budgets demands affordable and cost-effective options for assessments. Indeed, with the growth of Large Scale Educational Assessments (LSEAs) throughout the world, there has been a concomitant increase in attention to the fiscal burden of assessments in low-income countries (LICs). These costs have often been borne by external funders such as bilateral or donor agencies, resulting in the common perception that this burden of investments in knowledge is rather minimal when compared to the large amounts spent on education itself (Lockheed & Hanushek, 1988; Porter & Gamoran, 2002).
The perception that LSEAs are relatively low-cost has been supported by a limited number of studies showing that assessment costs represent a very small proportion of national education budgets. Yet these studies do not appear to account for the increasingly limited amount of discretionary funds for such activities that may be available to ministers of education in low-income countries, with or without external support. Hence, for more than a decade, other critical perspectives have emerged that challenge the assertion that LSEAs are a relatively small-scale investment.

The actual costs of LSEAs and other assessments are needed in order to determine cost-benefit analyses within low-income countries. A successful international assessment requires high-level skills in design, planning and management—skills that are in short supply globally—especially in LICs. Ministries of education throughout the world are now confronting difficult decisions in regard to assessments. First, they must decide whether to participate in LSEAs, understanding the costs and complexity of large-scale assessments. Second, they must determine how to choose tests that are appropriate for students, languages and educational systems given the wide variety of assessments available today.

Ensuring that policymakers and key stakeholders have accurate information on the actual costs of assessments is a critical step in identifying appropriate tools to inform and influence initiatives aimed at improving educational outcomes. This paper presents an overview of four major types of assessments: national, regional, international and hybrid, and the costs that each of these types of assessments have incurred during implementation in various contexts. The findings highlight a broad variation in the total cost of assessment and the total cost-per-learner within each of the four types of assessments.

Types of Educational Assessments
Large-scale educational assessments (LSEAs) have increasingly been used by national and international agencies beginning in the 1980s. Previously, only a small number of cross-national large-scale assessments had been conducted, mostly by the IEA (International Association for the Evaluation of Educational Achievement). Technological and methodological advances in assessment, combined with the political pressure to improve educational systems, have spurred this trend, including in LICs (Kelleghan & Greaney, 2001). The 1990 Jomtien Conference demanded more accountability and systemic evaluation of education in LICs. Further, in 2000, the UNESCO Dakar Framework for Action called for the achievement of “measurable” learning outcomes, and that such progress should be “monitored systematically” (UNESCO, 2000, p. 21). LSEAs have increasingly become a key tool for meeting these demands.

Despite this momentum, the increasing complexity and expense of LSEAs have led to questions about the utility of conducting LSEAs in low-income countries. Although a number of agencies have carried out LSEAs in the OECD (Organization for Economic Co-operation and Development) countries, it was not until the 1990s that the capacity to participate in LSEAs (international and regional) became more available to LICs. The complexity of stakeholder
interests, as well as resource constraints, has limited growth of LSEAs in LICs. However, various donor agencies, such as the World Bank, have become increasingly important funders of LSEAs, making it more affordable and more likely for such assessments to be utilized even when national budgets are constrained.7

With a focus on learning assessments in low-income countries, the present discussion centers on four main types of assessments: national, regional, international and hybrid. Each of these is described below.

National assessments
National assessments (sometimes called national or public examinations) evaluate all students in a national educational system. Nearly all countries engage in some type of national assessment in order to ascertain whether desired and planned educational goals are achieved. The results can be used to modify curricula, train teachers, reorganize school access, or refashion numerous other aspects of a national educational system. The results also can be used for accountability purposes, to make resource allocation decisions, and to heighten public awareness of education issues.

Regional assessments
Regional assessments provide an opportunity to measure student learning across a group of countries, typically defined by a geographic region or by a shared national language. They have grown in popularity over the last 20 years, and as part of an effort to extend the use of LSEAs into developing countries, regional and international organizations have collaborated to create three major regional assessments: the Latin American Laboratory for Assessment of Quality in Education (LLECE), the Southern and Eastern African Consortium for the Monitoring of Education Quality (SACMEQ), and Program for the Analysis of Educational Systems of the CONFEMEN (francophone Africa) countries (PASEC).

International assessments
International assessments are designed to measure learning in multiple countries. Their aims include: (a) cross-national comparisons that target a variety of educational policy issues; (b) provision of ‘league tables’ that rank-order achievement scores by nation or region or other variables; and (c) within-country analyses that are then compared to how other countries operate at a sub-national level. These studies are undertaken by various international organizations and agencies, including: the IEA that conducts the Progress in International Reading Literacy Study (PIRLS), and the OECD that is responsible for the Program for International Student Achievement (PISA) studies. Each of these international assessments is now in use in dozens of countries, and is expanding well beyond the OECD country user base that formed the early core group of participation.

Hybrid assessments
In recent years, a new approach to assessment has sought to focus more directly on the needs of LIC assessment contexts. Initially, this approach was conceptualized under the acronym
“smaller, quicker, cheaper” (SQC) methods of literacy assessment (ILI/UNESCO, 1998; Wagner, 2003). The idea was to see whether LSEA methodologies could be reshaped into hybrid methods that are just big enough, faster at capturing, analyzing and disseminating data, and cheaper in terms of personnel and cost outlays (Wagner, 2010, 2011). The Early Grade Reading Assessment, or EGRA, (Research Triangle Institute, 2009) contains a number of the above features, and is probably the best-known current example of a hybrid assessment in reading. The EGRA was initially designed with three main assessment goals: early reading (grades 1-3), local contexts (rather than comparability across contexts), and local linguistic and orthographic variation.

Cost-benefit Analyses in Educational Assessment
In the early 1990s, a limited number of studies examined the costs and benefits of LSEAs (Ilon, 1992, 1996; Koeffler, 1991; Loxley, 1992; Lockheed, 2008). The results supported the value of LSEAs for two main reasons: the fairly low overt costs (i.e., costs that are explicitly budgeted and accounted for) in relation to the overall education budget (Peyser & Costrell, 2004; Hoxby, 2002), and the high potential benefits of LSEAs to yield actionable results (Braun & Kanjee, 2006; Hanushek & Woesmann, 2005). Nonetheless, as pointed out by Lockheed (2008, p. 9), “national learning assessments in developing or transition countries rarely employ complex measurement instruments because such countries rarely have the requisite domestic capacity or can afford to purchase expertise from abroad.” This point is echoed by Greaney and Kelleghan, (2008) and Wolff (2007), and further linked to potential wastage or failure down the road if sufficient investments are not made up front (Wolff, 2008).

Thus, while the assessment field itself—whether in high- or low-income countries—seems largely convinced of the importance of LSEAs, the total costs of assessments are becoming more clearly recognized as a serious obstacle for LICs. For example, Braun and Kanjee (2006) assert that, in countries with developing educational systems, “scarce resources are better devoted to assessments directed at improving learning and teaching, where the returns on investments are likely to be higher.” Research shows that the average costs of an LSEA appear small relative to national educational budgets (less than 1% generally per national budget, and as low as 0.3%). However, such low percentages may not reflect the percentage of the available discretionary budget (Coombs & Hallak, 1987, p. 50).

Calculating the costs
In order to make a cost-based decision about assessment choice, it is important to bear in mind both overt and hidden costs that come into play in any assessment (cf. Greaney & Kellaghan, 2008). Overt costs are those that are typically planned for in advance and that are included in the accounting mechanisms of the agency (or agencies) in charge of the LSEA. These would include staff costs of test management (such as test design and application) and training, as well as travel, supplies and equipment.
They can also vary by location, including: within-country costs (e.g., roll out and management of the assessment process within country); in-kind costs (e.g., non-cash contributions such as ministry staff, specialists, headmasters, and teachers); and international costs (e.g., international agency overheads, international experts, and travel).

Hidden costs are those that may escape the attention of authorities that put together fiscal plans for assessments. They include the following items.

- **Indirect (or overhead) costs.** These costs are absorbed by the agencies themselves in implementing the program. While often accounted for in wealthier countries, these costs sometimes escape the attention of ministries and other agencies in LICs. Obvious examples would include the cost of using infrastructure (e.g., buildings, networks, computer maintenance, and so forth). Less obvious, but significant, costs may be associated with seconded staff in the ministry and field workers who may be school inspectors or teachers.

- **Opportunity costs.** These costs are relative to what different strategy may have taken place in lieu of the particular choice that is made. For example, by not doing an assessment in a particular year, the ministry might have more resources to do the assessment in a subsequent year. Or, choice of one type of assessment may preclude opting for an additional or different choice. However, the cost of not participating in an assessment—that is, foregoing the potential benefits (in terms of staff development, potential results, etc.) of participation in an assessment—must also be considered as another type of opportunity cost.

**Cost Categories and Comparisons: Selected Assessments**
The cost categories in assessments from the previous discussion may be seen in summary form in Appendix A. For purposes of comparison, a number of well-known assessment agencies were contacted for current information on expenditures (some in estimated form). The studies covered are listed in Appendix B. Data collected from each of the selected studies at a national level are represented in Table 1, which indicates the variability of known assessment costs, by assessment and national context across 13 recent assessments. Table 2 provides a summary of average percentages of total expenditures across the six main cost categories.

As shown in Table 1, it is possible to make a number of observations. First, the student populations ranged from a modest 3,770 in EGRA-Liberia, to about 300,000 in SIMCE (Chile). Second, it may be seen that the total (listed) overt costs of undertaking the assessment range from a low of about $122,000 in PISA (Uruguay) to a high of $2.8 million in SIMCE (Chile). Third, by considering these first two parameters, it is possible to calculate the ‘cost-per-learner’ (CPL) assessed, a useful way of looking at costs irrespective of size of the total enterprise. Results indicate that cost-per-learner ranges from about $8 in the Uruguay national assessment to about $51 in the SACMEQ III study in Swaziland to about $171 in PISA in Chile. The average for this sample of studies is about $42 per learner assessed. In addition (see Table 2), certain costs figured more prominently than others, such as test application (50%) and
institutional costs (23%), while processing and analysis (13%) and test preparation (11%) were substantially lower.\textsuperscript{13}

The average CPL data show that, at the field level, these are not dramatically different when compared across types of tests. Some assessments are clearly more expensive, but it is interesting to note that the larger national and international studies confer economies of scale that reduce per-unit assessment costs. At present, the smaller EGRA studies are not less expensive at the field level. Further, some countries may have significantly more resources (financial, intellectual, infrastructural, etc.) in their evaluation departments upon which to draw. This will likely affect a number of cost variables, such as in-house versus external consulting fees and travel expenses. It must be understood that hybrid assessments are still in a research phase (with inherent costs of trial and error), such that their costs may be expected to drop substantially with the establishment of economies of scale. In addition, specific in-country needs and requirements (e.g., logistics in difficult terrain) may also play a major role in determining which types of assessment are chosen, and thus how much is ultimately spent on assessment.

Of course, much depends on whether cost estimates are correct and whether hidden costs are fully included. Not all teams collect and store cost data and, even if they do so, these data may not be complete or sufficiently detailed for comparative analyses. Inaccuracies and discrepancies are often the result of underfunding (Lockheed, 2008, p. 16). Thus, these data should be considered a preliminary view of cost comparisons, and more needs to be done with full and reliable auditing in place.

\textit{Cost parameters with low-income countries in mind}
In low-income countries, educational decision makers will find themselves with more choices than available resources. The cost-benefit picture remains insufficient. Simply not enough reliable data have been collected on assessment costs for the variety of assessments currently in use. Moreover, the current scientific, technological and political dynamism in educational improvement strongly suggests that models of assessment will change in relation to testing advancements and increasing demand. The necessity for both clear testing choices and actionable indicators is likely to increase.

Recent assessment innovations (e.g., EGRA) suggest momentum toward models of assessment that both emphasize a needs-centered and ‘just enough’ approach to testing (Wagner, 2003). This means that innovations may help to grow the scale of test application, shrink upfront overt costs such as translation and test preparation, and reduce turnaround time. This way, government bodies can possess actionable data sooner and thus with less staff and overhead. Three key parameters summarize the cost issues of assessments that will need to be considered, especially in the context of resource-constrained LICs.
Scale
Ministries of education in LICs will need to consider which assessments would yield targeted and responsive educational data about a specific population (e.g., rural girls, ethno-linguistic groups), a group of schools, or concerning a particular subject at a particular grade level. LSEAs typically cannot respond flexibly to such requests due to the significant up-front preparation and pre-assessment exercises that constrain near-term changes, and lock in comparability parameters. Further, most LSEAs are not designed to provide classroom-level indicators but rather systemic indicators (Volante, 2006). By contrast, limited sample household-based surveys or EGRA style hybrid assessments can save money because they can reduce the number of individuals to be assessed in order to answer a more specific set of policy questions, and can be deployed and adjusted more frequently. Still, recent sampling innovations in LSEAs (such as PIRLS) suggest that such studies not only provide multi-level data, but also that the economies of scale can enable larger samples at marginal additional cost. In other words, lower cost (in CPL) is a relative term.

Timeliness
Two types of timeliness are crucial to the possible benefits of assessments. First, there is the timeliness of the testing cycle from planning, rollout, and data collection to analysis and dissemination (and subsequent policy debates). Second, timeliness can also refer to the ‘right time’ of information availability and use. For example, if timely information about a group of schools is ready in advance of major school finance decisions, then those data can show real-time sensitivity. Or, a population of students may need assistance to reach grade-level competence in reading, and data may confirm, disconfirm, and/or guide the decision-making process. In addition, there is a need to consider the merits of early intervention in the learning trajectory of students, much as the arguments have been made in the medical field for early detection systems. In sum, credible assessment data needs to be gathered as quickly as possible in order to effectively shape policymaking, yet it also needs to be available for application to decision-making at the right time. If ‘time is money’ (as the adage goes), then moving toward timeliness can also help to reduce overall costs of assessment and intervention.

Cost efficiency
As mentioned above, some assessments are relatively expensive in terms of up-front cost outlays, with requirements of expensive professional staff and consultants, and trained field enumerators. These and other costs can be seen in terms of either total costs or the CPL. Either way, budgetary limits on discretionary funds in LICs will require careful scrutiny as assessment choices are made. Given the paucity of credible data on costs in LICs today, it is difficult to derive an evidence-based decision pathway for multiple contexts. There is a clear need to more precisely determine which expenditures are likely to reveal particular policy outcomes. For example, will increasing expenditures for the training of enumerators yield better inter-rater reliability? Or, as in a recent effort in India, can volunteers become low-cost, reliable and sustainable enumerators with relatively little training at all (Banerji, 2006)? More research is needed to better clarify the cost merits of different assessments.
Conclusions
Costs are an inherent part of any social intervention. The assessment of learning and its policy consequences constitute a clear case in point. The key issue here is not that assessments are “expensive” or not. Rather, the issue is what a ministry (or funding agency) will receive in return for its investments.

Gathering data on the comparative costs of assessments is difficult. There are, however, some reference points now available that can be considered. Perhaps most important is the trade-off between time and money. Take, for example, a minister of education who may have up to five years to decide upon and implement policy. In this case, regional or international LSEAs such as SACMEQ or PASEC may provide some solid answers on key issues, and offer a sense of cross-national comparison. Given the current economies of scale in countries that repeat international assessments, the actual CPL of such LSEAs is not much different from that of the EGRA and hybrid assessments that have much smaller sample sizes.

On the other hand, if a minister has a shorter window of policymaking opportunity (such as the typical two to three-year mandate in office), and if the priority is helping programs, schools and regional districts attain their near-term learning achievement goals, even a small-scale sample-based assessment like EGRA looks much less expensive. While the CPL in EGRA appears similar to the larger international assessments at present, the future costs will likely drop as EGRA tools become more familiar, enumerator training improves, and technological advancements reduce the amount of time and human resources required to analyze and disseminate assessment data.

Finally, there are opportunity costs to consider. LSEAs are typically not administered until children reach grade 4 (or later), when children may be far behind in reading development; this can impose very high costs in remediation that early assessment could prevent. “Catching up” is expensive, difficult, and may lead to school failure—the most important cost that policy makers seek to avoid.

In sum, evaluating and learning from assessments is fundamental to credible change in educational systems across nations. But learning assessments entail costs that need to be evaluated and compared. Gone are the days when ministerial agencies can assign free seconded staff to the field, or when outside donor agencies will fully fund large scale assessments. We are in a time of fiscal constraints. Learning about education has to be balanced against what is learned, for what purposes, and at what cost. The evaluation of assessment costs is an issue that will need considerably greater attention in the field of international education.
Table 1

<table>
<thead>
<tr>
<th>Test monetary costs (USD)</th>
<th>National Assessments</th>
<th>Regional Assessments</th>
<th>International Assessments</th>
<th>EGRA Assessments¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIMCE 2004¹</td>
<td>Honduras 2004²</td>
<td>Uruguay 2003³</td>
<td>PASEC 2010⁴</td>
</tr>
<tr>
<td>Test preparation</td>
<td>258,256</td>
<td>174,275</td>
<td>21,528</td>
<td>34,164</td>
</tr>
<tr>
<td>Creation and editing of test items</td>
<td>184,515</td>
<td>7,865</td>
<td>1,090</td>
<td>29,448</td>
</tr>
<tr>
<td>Pilot testing</td>
<td>73,721</td>
<td>15,319</td>
<td>12,561</td>
<td>11,668</td>
</tr>
<tr>
<td>Training</td>
<td>10,020</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,163,704</td>
<td>435,717</td>
<td>57,269</td>
<td>91,705</td>
</tr>
<tr>
<td>Test application</td>
<td>29,403</td>
<td>7,415</td>
<td>2,690</td>
<td>8,976</td>
</tr>
<tr>
<td>Test design and editing</td>
<td>324,712</td>
<td>9,744</td>
<td>15,488</td>
<td>12,060</td>
</tr>
<tr>
<td>Printing of other materials</td>
<td>6,500</td>
<td>3,049</td>
<td>4,400</td>
<td>116,190</td>
</tr>
<tr>
<td>Distribution to examiners</td>
<td>103,524</td>
<td>6,455</td>
<td>73,171</td>
<td>2,690</td>
</tr>
<tr>
<td>Field testing</td>
<td>406,133</td>
<td>68,091</td>
<td>79,024</td>
<td>56,270</td>
</tr>
<tr>
<td>Control and supervision</td>
<td>64,345</td>
<td></td>
<td></td>
<td>2,060</td>
</tr>
<tr>
<td>Processing and analysis</td>
<td>382,239</td>
<td>130,721</td>
<td>26,272</td>
<td>12,624</td>
</tr>
<tr>
<td>Coding and digital input</td>
<td>218,065</td>
<td>12,624</td>
<td>33,336</td>
<td>454</td>
</tr>
<tr>
<td>Marking open-ended questions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional analyses</td>
<td>109,348</td>
<td>454</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dissemination</td>
<td>100,597</td>
<td>130,721</td>
<td>531</td>
<td>32,193</td>
</tr>
<tr>
<td>School communication</td>
<td>109,597</td>
<td>4,195</td>
<td>2,060</td>
<td>34,153</td>
</tr>
<tr>
<td>Report production and distribution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public relations related</td>
<td>49,912</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtotal</td>
<td>1,904,066</td>
<td>871,434</td>
<td>105,620</td>
<td>178,685</td>
</tr>
<tr>
<td>Institutional costs</td>
<td>935,748</td>
<td>12,481</td>
<td>24,875</td>
<td>19,234</td>
</tr>
<tr>
<td>Personnel - in project budget</td>
<td>758,864</td>
<td>2,737</td>
<td>17,561</td>
<td>10,060</td>
</tr>
<tr>
<td>Personnel - contributed</td>
<td>107,286</td>
<td>11,140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infrastructure - in project budget</td>
<td>35,359</td>
<td>5,000</td>
<td>2,742</td>
<td>9,931</td>
</tr>
<tr>
<td>Infrastructure - contributed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equipment in - project budget</td>
<td>106,533</td>
<td>9,744</td>
<td>7,317</td>
<td>10,500</td>
</tr>
<tr>
<td>Equipment - contributed</td>
<td>200,932</td>
<td>992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test Fees</td>
<td>49,883</td>
<td>118,599</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>20,029</td>
<td>72,043</td>
<td>13,661</td>
<td>2,019</td>
</tr>
<tr>
<td>TOTAL</td>
<td>2,063,709</td>
<td>871,434</td>
<td>105,620</td>
<td>165,215</td>
</tr>
<tr>
<td>Total Students</td>
<td>366,009</td>
<td>49,007</td>
<td>12,900</td>
<td>5,609</td>
</tr>
<tr>
<td>Total Schools</td>
<td>240</td>
<td>120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost per student</td>
<td>19</td>
<td>19</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>Cost of educating a student</td>
<td>707</td>
<td>130</td>
<td>496</td>
<td>60</td>
</tr>
<tr>
<td>Cost of testing as % of total budget for one grade</td>
<td>6.63</td>
<td>2.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of testing as % of total secondary education budget</td>
<td>0.17</td>
<td>0.33</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

Table One: Detailed costs for national, regional, international and EGRA assessments.

¹ Source: Wolff, 2007, p. 6 (for 2004 SIMCE test). Wolff (2007) used local currencies for his figures on PISA Uruguay 2003 and all the national assessments above (namely SIMCE 2004, Honduras 2004 and Uruguay 2003). In order to facilitate comparisons across assessments in this table, we converted Wolff’s figures to the average annual market rate for USD. Further, in his analysis of SIMCE 2004, Wolff used SIMCE 2002 figures, in Chilean Pesos (At the rate of 677.4916667 Chilean Peso to 1 USD).

² Source: Wolff, 2007, p. 13; 2004 17.68 Honduran Lempira to 1 USD
³ Source: Wolff, 2007, p. 11; 2003 28.24279 Uruguayan Peso to 1 USD
⁵ Converted from Euros to USD, 2009 annual rate.
⁶ Source: Personal communication, A. Mrutu, August 2009.
⁷ Source: Personal communication, J. Shabalala, August 2009.
⁸ Source: Personal communication, E. Lagos, September and October 2009.
⁹ Source: Personal communication, M. A. Diaz, September 2009.
i Source: Personal communication, Z. Castillo, September 2009.

j Source: Personal communication, L. Molina, September 2009.


l Source: Personal communication, A. Gove, August 2009.

m Estimate, based on SACMEQ II sample of 2854

n Estimate, based on email of E. Lagos, October 2009
Table 2.

<table>
<thead>
<tr>
<th>Cost category</th>
<th>Average</th>
<th>Lowest</th>
<th>Highest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test preparation</td>
<td>11%</td>
<td>3%</td>
<td>20% (Uruguay, national assessment, 2003)</td>
</tr>
<tr>
<td>Test application</td>
<td>50%</td>
<td>24%</td>
<td>80% (SACMEQ III, Swaziland)</td>
</tr>
<tr>
<td>Processing and analysis</td>
<td>13%</td>
<td>1%</td>
<td>25% (Uruguay, national assessment, 2003)</td>
</tr>
<tr>
<td>Dissemination</td>
<td>6%</td>
<td>1%</td>
<td>17% (PASEC, 2010)</td>
</tr>
<tr>
<td>Institutional costs</td>
<td>23%</td>
<td>7%</td>
<td>49% (Uruguay, national assessment, 2003)</td>
</tr>
<tr>
<td>Test fees</td>
<td>16%</td>
<td>5%</td>
<td>35% (PISA Uruguay, 2003)</td>
</tr>
<tr>
<td>Other</td>
<td>3%</td>
<td>1%</td>
<td>7% (PISA Chile, 2009)</td>
</tr>
</tbody>
</table>

Note. Above calculations based on data from 13 assessments (see Table 1 for costs included in each category and for each assessment).

Table two: Costs by category, as percentage of total assessment expenditures
Appendix A

Cost categories of the assessments used in selected studies. (Adapted from Wolff (2007)).

1. **Test preparation**
   a. Creation and editing of test items
   b. Pilot testing
   c. Training

2. **Test application**
   a. Test design and editing
   b. Test printing
   c. Printing of other materials
   d. Distribution to examiners
   e. Field testing
   f. Control and supervision

3. **Processing and analysis**
   a. Coding and digital input
   b. Marking open-ended questions
   c. Additional analysis

4. **Dissemination**
   a. Report to each school
   b. Report production and distribution
   c. Public relations retainer

5. **Institutional costs**
   a. Personnel- in project budget
   b. Personnel- contributed (e.g., consultants)
   c. Infrastructure- in project budget (physical space for personnel)
   d. Infrastructure- contributed
   e. Equipment- in project budget (e.g., computers and related testing equipment)
   f. Equipment- contributed
   g. Other (e.g., telecommunications, electricity and office supplies)
   h. Test fees

6. **Cost breakdown**
How Much is Learning Measurement Worth?

a. Cost of testing per student
b. Cost of educating a student (at test-specific grade level)
c. Cost of testing as % of total budget for one grade
d. Cost of testing as % of total secondary education budget
Appendix B

Cost studies of selected national, regional and cross-national assessments

• **National assessments:**
  - SIMCE/LLECE 2004
  - Uruguay national assessment 2002
  - Honduras national assessment 2002

• **Regional assessments:**
  - SACMEQ II
    - Swaziland 2006
    - Tanzania 2006
    - Zambia 2006
  - PASEC 2010

• **International assessments:**
  - PISA
    - PISA Chile 2009
    - PISA Mexico 2009
    - PISA Panama 2009
    - PISA Peru 2000
    - PISA Peru 2009
    - PISA Uruguay 2003
  - PIRLS

• **Hybrid assessments:**
  - EGRA
    - Liberia 2008
    - Nicaragua 2008
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See Hoxby (2002) for a review. Also see Wolff (2008), p. 14, who states that, “testing in Latin America, as well as the USA, is not a significant financial burden -- constituting 0.3 percent or lower of the total budget of the level of study tested.”

See, for example, Johnson (1999, p. 70): “The cost of active participation [in IEA studies] is high, too high for many developing countries to bear. Where developing countries have been able to finance their participation, one might wonder whether the expense of that involvement could possibly be fully justified, given what has been learned, and given alternative uses for the funds consumed. How useful is it for Thailand, South Africa and Colombia to find themselves at or near the bottom of the international rank order in science, while Korea and Japan appear at the top and European countries are scattered throughout?” Also, see Postlethwaite, 2004 (p. 17), who stated that the total burden of assessment “varies between an annual international expenditure of 200,000 US dollars for SACMEQ through about 3.6 million US dollars for PISA to about 7 million US dollars for IEA. This is without counting what the countries themselves have to pay for their own staff members working on the projects and the cost of data collections.”

See Lockheed, 2008, p. 10, on LICs. Topol et al. (2010) provide a recent review of the US efforts the costs of more complex assessments in the US, where it is claimed, in part, that improved technology can reduce costs of increased R&D. But since LICs are, for the time being, hampered by technological constraints, the increased costs of R&D will likely end up as further bottom line expenditures.

As Braun and Kanjee (2006) note, “in educational systems that lack basic resources, decisions to fund national assessments are extremely difficult to make” (p. 24).


According to a survey of national policy makers (Gilmore, 2005, p. 45), World Bank funding has been a key determinant of decision-making in LSEA adoption for low- and middle-income countries.

“Hybrid” refers to drawing together discrete elements of various LSEAs, national curricular assessments and tests that were initially designed as cognitive assessments of reading and other basic skills. See Wagner (2011) for an in-depth review.

See also: Siniscalco, 2006; Ravela et al., 2008; Wolff, 1998.

For example, such a choice occurred in South Africa when it was decided not to participate in the TIMSS, citing the overall cost in time and resources (Greaney & Kelleghan, 2008, p.75). Also on South Africa, see Braun and Kanjee (2006, p. 19).

These data were acquired as part of a jointly sponsored project by the Fast Track Initiative and UNESCO-IIEP (Wagner, 2011); and we thank the various agencies and their representatives for providing these data, some of which are estimates, as indicated in Table 3. Percentages are rounded to nearest whole number.

Sample sizes of international assessments compiled across countries can yield much larger population totals, and numbers of participation countries continue to increase. For example, PISA (2006) had more than 400,000 students participating from 57 countries.
It should be noted that not all the data were complete for each category, or reflective of full actual costs. For example, the only available PASEC data were those projected costs for the 2010 assessments; only three sources provided test fees data; and several sources provided no data for the processing and analysis or dissemination categories. Further, noting the ranges above, some categories demonstrated more variability than others. For example, processing and analysis includes average expenditures from .02% to 24.8%, while apart from three assessments (Honduras national assessment 2004, PASEC 2010 and PISA Uruguay 2003), dissemination expenditures had a mean of 5.9%. In addition, analysis would also need to account for the hidden costs or even unspecified costs discussed above – for example, costs in the other category for PISA Chile 2009 was over 7%.

Wolff (2008, p. 19) states: “...[L]arge samples can be expanded to censal testing at a low marginal cost, since the fixed costs of developing items and pilot testing can be amortized over a larger population.”

Preventive medicine highlights the need for good and timely information. Timely information can make the difference between life and death or the spread of an epidemic or its curtailment. Proactive measures cost less and help avert the worst. Preventive medicine is encouraged not only to avert illness, but also to reduce costs of diagnosing and treating that illness (Szucs, 1997). Similar arguments can be made in the education arena. For instance, absenteeism and drop-out are well-known problems in LICs, incurring huge financial and social costs. Two measures have been highly successful against these difficulties: decreased grade repetition (Ndaruhutse, 2008) and increased bilingual education (Grin, 2005; Heugh, 2006). Assessments can assist in both detecting and “diagnosing” schooling difficulties earlier – from the cognitive to the socio-behavioral – thus heading off costly student problems such as dropout. In other words, even if SQC-style diagnostic tools cannot easily determine the ‘best’ remediation plan of action (which may be varied and complex), the early-detection aspect will nearly inevitably be cost-effective in the long run.