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Letter from the Editor-in-Chief

Dear Readers,

It is with great pleasure that the editorial board of the Columbia Undergraduate Science 
Journal presents the 15th edition of our publication. Since 2006, CUSJ has aimed to 
create a space to highlight the accomplishments of undergraduate scientists and to fos-
ter the academic growth of students across all universities. To this end, this cycle saw a 
record number of submissions, and I am proud to witness the rapidly growing number of 
undergraduates gaining experience and accessing research opportunities.

This edition of CUSJ features research and review articles that traverse disciplines in 
their scope. Starting with our featured cover story on epithelial barrier integrity, this issue 
also explores topics from the microwave imaging of pipes to neural oscillations in sec-
ond language proficiency. I am ecstatic to see the wide variety among these papers, 
and hope that you will find them as insightful as our editorial board did. Coming from 
undergraduates working at universities located around the world, we hope that you ap-
preciate the importance of their diverse voices.
 
In a year where our organization had to move to a virtual format, producing an issue 
filled with outstanding research was more difficult than ever, and I would like to show 
my appreciation to everyone who was involved in the process. This includes but is not 
limited to the CUSJ editorial board, the CUSJ editorial committee, our Faculty Advisory 
Board, our advisors at Columbia Libraries, our peer reviewers, research mentors, and 
all students who submitted their work. In particular, thank you to our published authors, 
who demonstrated an unwavering commitment to the quality of their papers and who 
were always a joy to work with despite the lengthy editing process they were subjected 
to.

It has been an honor and a privilege to serve as the 2020-2021 Editor-in-Chief of CUSJ. 
I look forward to seeing the direction of the next editorial board and the future achieve-
ments of everyone involved. 

Thank you for reading CUSJ!

Sincerely,
Isabella Leite
Editor-in-Chief
Columbia Undergraduate Science Journal
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Letter from the President

Dear Readers, 

On behalf of the editorial board of the Columbia Undergraduate Science Journal, I am proud to 
present the 15th edition of our undergraduate publication. Over the past fifteen years we have 
published a wide-variety of work produced by undergraduate student-scientists. From our first 
edition, which featured innovative work on cell-cell communication in bone degeneration, to our 
present edition, which includes novel insights on the gut microbiome’s contribution to epithe-
lial barrier permeability, it is evident not only that science has made leaps, but that our young 
scientists have as well. As the countable infinity of scientific knowledge left to learn grows ever 
smaller, I am amazed by the remarkable  curiosity of undergraduate student-scientists, who 
tackle seemingly insurmountable questions with vigor and drive.

The entire CUSJ enterprise has taken great strides over the past fifteen years. As one of the first 
undergraduate peer-reviewed scientific journals, we paved the way many years ago for the cre-
ation of scientific publications at other universities. Now, on our 15th anniversary, CUSJ spear-
headed the formation of and currently leads the National Undergraduate Consortium of Science 
Journals, uniting more than 20 undergraduate scientific publications in an effort to ensure high 
ethical standards. At our now-annual National Undergraduate Conference on Scientific Jour-
nalism, we gathered more than 500 students from 34 countries to visualize the way forward for 
young scientists. As we move into the next fifteen years of CUSJ, I look forward to the continued 
sharing of scientific pursuits and common values. 

I would like to thank all students who submitted to CUSJ, past and present. It is your commit-
ment to thoughtful experimentation and thorough questioning that drives the young scientific 
world. I would like to specifically commend the authors published in our 15th edition, who have 
demonstrated an admirable commitment to scientific achievement and collaboration in this 
unusual time. I am grateful to you, your research mentors, your parents, and all who supported 
you for making CUSJ possible.  

It has been a great honor to serve as the President and Chief Editorial Officer of the Columbia 
Undergraduate Science Journal for the 2020-2021 academic year. Thank you to the editorial 
team, our selected peer reviewers, and our esteemed Faculty Advisory Board for ensuring the 
growth and prosperity of the young scientific community. Congratulations to all authors, and 
thank you to our readers!

Arya Rao
President, Chief Editorial Officer
Columbia Undergraduate Science Journal
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Microbiome Composition and Circadian Rhythm 
Disruption Alters Epithelial Barrier Integrity
Elisha Pinker1, Timur Tuganbaev2

1Columbia University, New York, NY, USA
2Lab of Dr. Eran Elinav; Department of Immunology, Weizmann Institute of Science, Israel

ABSTRACT: The intestine is home to one of the most complex ecological communities, termed 
the human gut microbiome. The gut microbiome modulates a wide range of human diseases 
from diabetes to neurological disorders to cancer. Separating the host and the gut microbiome 
is the epithelial barrier. The intestinal epithelium serves as an adaptive interaction hub between 
the host and microbiome that plays an important role in deciding the outcome of host-microbi-
ome interactions. Regulation of epithelial barrier permeability to ions, nutrients and microbiome 
metabolites is known to be a tightly controlled process on the host side. While previous stud-
ies have identified the microbiome as a factor for epithelial permeability, the exact mechanisms 
through which it mediates remains less clear. Here, we show that alterations in microbiota com-
position by treatment with antibiotics selectively targeting specific members of the microbiome 
community impacts the permeability of the intestine. Additionally, modulating the microbiome 
through other methods such as altering diet composition shows changes in permeability of the 
epithelial barrier. As daily feeding rhythm entrains diurnal fluctuations in microbiome, we have 
set out to measure how epithelial barrier permeability disrupts the clock. We have discovered 
that the permeability of the intestinal epithelial barrier exhibits circadian rhythms in mice. Dis-
ruption of these rhythms, through jet lag or genetic deficiencies in circadian machinery, alters 
epithelial barrier integrity. Together, these findings provide evidence that disruptions in circadian 
rhythms as well as alterations in microbiome composition have direct consequences in intestinal 
permeability, and that microbiome might serve as a tool in regulating epithelium permeability.

INTRODUCTION
The human body is colonized by a complex 
community of microorganisms, termed the hu-
man microbiome, that includes bacteria, ar-
chaea, viruses and fungi [1]. This ecological 
community exists primarily on mucosal sites, 
like the gastrointestinal tract, skin, lungs and 
urogenital system [2]. This community is such 
where the microbiome bacteria outnumber eu-

karyotic cells in the entire human body 1.3:1 
[3]. The microbiota is responsible for the regu-
lation of many physiological processes, includ-
ing digestion, absorption [4], host metabolism 
[5], the maturation and function of the immune 
system [4], and even host behavior and cogni-
tive function [6]. However, when the balanced 
microbial composition is disrupted, dysbiosis 
can cause intestinal diseases [7]. Modulating 

© 2021 Pinker, Tuganbaev. This is an open access article distributed under the terms of the Creative Commons At-
tribution License, which permits the user to copy, distribute, and transmit the work provided that the original authors 
and source are credited.   

KEYWORDS: Circadian rhythms, intestinal permeability, microbiome
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the microbiome through the diet is one way 
to induce dysbiosis. Treatment with high-fat 
diet (HFD), containing 60% of caloric energy 
derived from fat (a model of a “western diet”), 
is one such example where the balanced gut 
microbial community is altered to the point of 
dysbiosis resulting in metabolic dysfunction 
consequently inducing disease, such as obe-
sity and type 2 diabetes as well as exacer-
bating inflammatory bowel diseases (IBD) [7]. 
But, when treated with broad-spectrum antibi-
otics, obesity and glucose intolerance in mice 
fed with HFD is abrogated [8]. Previous stud-
ies show, that when microbiome from mice fed 
HFD were transplanted into germ-free mice 
(GF: free of microorganisms) significantly more 
weight is put on by these mice compared to 
GF mice transplanted with microbiome from 
lean donor mice fed NC (normal chow) [9]. 
Additionally, GF condition in mice causes sig-
nificant immune system deficiency [7]. Tools 
like gnotobiotic animal models (GF mice) and 
broad-spectrum antibiotics, have enabled the 
discovery that microbiota contributions to health 
and disease span multiple organ systems.
 It has previously been shown that the 
mammalian intestinal microbiota composition 
exhibits diurnal oscillations both in terms of 
its composition and metabolic activity [8]. The 
circadian clock is the top of a hierarchical in-
ternal clock system that is responsible for the 
circadian biological processes ranging from 
dictating the rhythmic gene expression in or-
gans to behavior, metabolism and immunity 
[10][11]. When working with circadian rhythms, 
scientists devised Zeitgeber times (ZT) which 
measure time on a 24-hour light/dark cycle, so 
ZT12 and ZT0 denote “dusk” and dawn”, re-
spectively. The molecular mechanisms behind 
the circadian clocks in mammals is orchestrat-
ed under a transcriptional autoregulatory feed-
back loop comprised of the ‘core’ clock genes 
CLOCK and BMAL1, responsible for encod-
ing activators, and PER1, PER2, CRY1 and 
CRY2, responsible for encoding repressors 
[12]. A disruption of the circadian clock in hu-

mans, environmentally or by gene deficiency, 
is associated with an array of diseases such 
as, obesity and diabetes [13] [14], cancer [15], 
cardiovascular disease [16], IBD (inflammatory 
bowel disease) exacerbation [17] and suscepti-
bility to infection. One common feature among 
the diseases associated with circadian rhythm 
disruption, is that they appear to be triggered or 
promoted by inflammatory processes. Desyn-
chronized interaction between mucosal organs 
and a complex community of microorganisms 
colonizing them have emerged as a potential 
source of inflammation underlining diseases 
promoted by circadian clock disruption. The 
source of this inflammation can be located at 
the gut epithelium [18]. The intestinal epithelium 
is comprised of a single-cell layer constituting 
the largest and most important barrier against 
the external environment [19]. Acting as a se-
lectively permeable barrier, the intestinal epi-
thelium can permit the absorption of nutrients, 
electrolytes and water, while simultaneously 
defending against toxins [19]. The epithelium 
maintains an effective barrier through the help 
of protein-protein networks forming complexes 
like tight junctions [19]. A compromised epithe-
lial barrier allowing the passage of toxins, an-
tigens and bacteria into the blood stream cre-
ates what is commonly known as “leaky gut” 
[20]. There is therefore an urgent need to better 
identify the players behind the disruption and 
upkeep of intestinal barrier function, to devise 
methods to combat negative barrier alteration. 
In this project we studied different factors af-
fecting permeability in the epithelial barrier, 
specifically in the small intestine, the part of the 
intestine responsible for the majority of nutri-
ent absorption [21]. Recent studies on type 2 
diabetes and obesity have elucidated the link 
between microbiome composition and small in-
testine permeability; however, the mediators of 
these effects have yet to be determined [22]. 
 Over the course of this project, we 
demonstrated the consequences that genetic 
and environmental circadian disruption have 
on gut barrier integrity in mice. Furthermore, we 
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found evidence to suggest that altering the mi-
crobiome, either with diet intervention or antibiot-
ic treatment, can disrupt the diurnal oscillations 
and alter permeability. Understanding the key 
players behind circadian disruption and intesti-
nal barrier maintenance has potential in thera-
peutic and preventative medicine interventions.

METHODS
Mice
Under normal conditions, mice had strict light-
dark cycles lasting 12 hours each. Lights were 
turned on either at 11:30 AM or 11:30 PM, ZT0 
or ZT12 respectively. For the induction of jet lag, 
mice were shifted between both control light 
conditions every 3 days for 3 weeks at a consis-
tent but arbitrary time. Jet lag mice were moved 
between the different light schedules every 3 
days for 3 weeks. For consistency, jet lag mice 
were only experimented on at 1:30 PM, which 
was synchronized with the ZTs of the control 
group (i.e., ZT14 of jet lag mice corresponded to 
ZT14 of control mice, as all mice were exposed 
to the same light-dark conditions at the onset 
of sample collection). HFD mice were placed in 
ZT2 and ZT14 light-dark cycles to measure two 
time points upon sacrifice. These mice were fed 
a strict HFD for 3 weeks. Mice receiving antibi-
otic treatment, either received exclusively van-
comycin (1 g/l), ampicillin (1 g/l), neomycin (1 
g/l), and metronidazole (1 g/l) or a combination 
of all four in drinking water for 3 weeks. Per 1/2-
/- (KO) and Per1/2-/+ (WT) were housed un-
der normal conditions and sacrificed at ZT 14.

Fecal Microbiome Transplantation (FMT)
Microbiome samples were collected and stored 
in Eppendorf tubes containing 20% glycerol. 
Fecal samples were homogenized and stored in 
dry ice before long-term storage at -80° C. For 
the microbiome transplantation, 0.1g of thawed 
fecal sample was mixed in 1mL sterile PBS and 
200 μL of the diluted sample was gavaged per 
mouse. HFD microbiome samples were tak-
en from mice fed ad libitum HFD for 4 weeks. 

Measuring Permeability with FITC-dextran
Food was removed from mice 2 hours be-
fore gavage (starting at 9 AM). The solution 
was made with 4kDA fluorescein isothiocy-
anate (FITC)-dextran dissolved in a phos-
phate buffered saline (PBS) with a concen-
tration of 40 mg/ml. At 11 AM, mice were 
gavaged with 200 μl dextran. After 2.5 hours 
(1:30 PM, ZT14), blood was drawn and centri-
fuged to recover the serum. The fluorescence 
of the serum was quantified at an excitation 
wavelength of 485 nm and emission wave-
length of 533 nm using a microplate reader.

Ussing Chamber
The Ussing chamber is an instrument used 
to measure epithelial resistance which is a 
measure of epithelial barrier permeability. 
The procedure followed was in accordance 
with the manufacturer’s instructions (Warner 
Instruments, P2300). Small intestine tissue 
is excised and immediately mounted in the 
chamber. Current is then applied to the sys-
tem and voltage clamp recordings were tak-
en. Small intestine was carefully cleaned and 
handled minimally to prevent microfractur-
ing the tissue and compromising the results. 
Additionally, samples were mounted within 
three hours of tissue excise to limit cell death. 

PRR stimulation measures degree of mi-
crobial presence at systemic sites
PRR reporter cell lines were obtained from Invi-
vogen (HEK-Blue TLR (Toll-like Receptors) and 
NLR (Nod-like Receptors) reported cell lines): 
TLR2, TLR3, TLR4, TLR5, TLR7, TLR9, NOD1, 
NOD2. Extracts from spleen, liver, and serum 
were homogenized and added to reporter cell 
lines incubated with KEL-Blue detection medium 
according to manufacturer’s instructions. Detec-
tion is a measurement of specific binding indi-
cating extent of microbial leakage out of the gut.

Statistical Analysis
Data is presented as the mean ± standard 
deviation. Mann-Whitney U-tests were per-
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formed to compare groups. ANOVA with post 
hoc test was used for comparison between 
multiple groups with a Bonferroni correc-
tion. p < 0.05 and q < 0.1 were the thresh-
old for being considered significant. *p < 
0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.

RESULTS
State of Small Intestinal Microbiome Deter-
mines Epithelial Barrier Function
With a GF mouse model, we initially set out to 
establish the role a microbiome has on the per-
meability of the small intestine epithelial barrier. 
Mice underwent fecal transplantation of either 
normal chow (NC) microbiome or high fat diet 
(HFD) fed donor specific pathogen free (SPF) 
microbiome, while the control group received 
phosphate buffered saline (PBS) (Figure 1A). 
Small intestine samples were taken and epithe-
lial resistance was measured with the Ussing 
Chamber. Interestingly, mice with HFD microbi-
ome showed increased permeability while mice 
with PBS (no microbiome) showed reduced 
permeability (Figure 1B). Together, this data 
suggests that microbiome shaped by diet is an 
active influencer over intestinal permeability.
 We next set out to further analyze which 
subsets of bacteria within the microbiome com-
munity are most influential in barrier function 
modulation. With an antibiotic murine model, 
we could target specific subsets of bacteria 
to determine the impact the presence or lack 
thereof has on epithelial permeability in the in-
testine. We treated 5 groups of WT mice, fed 
with normal chow, with selective antibiotics 
that target specific members of microbiome: 
metronidazole (anaerobic bacteria), vancomy-
cin (Gram-positive bacteria), ampicillin (broad 
spectrum), neomycin (Gram-negative bacte-
ria), or a combination of all four for a duration 
of 3 weeks delivered in their drinking water 
(Figure 1C). The group containing all four an-
tibiotics is a crude simulation of the germ-free 
mouse model. After 3 weeks, a FITC-dextran 
assay was performed, which entails orally ad-

ministering mice with fluorescent dye coated 
4 kDa beads and measuring fluorescence in 
the peripheral blood, at ZT14, as a proxy for 
epithelial barrier permeability. Significant re-
duction in optical density (OD) was observed 
in four of the antibiotic groups compared to 
the control (Figure 1D). Additionally, vanco-
mycin treated mice had significantly higher 
OD than neomycin and metronidazole groups 
(Figure 1D). The lack of a significant reduction 
in permeability in the combination treatment, 
containing all four antibiotics, was likely due 
to outliers. Two days after blood was taken, 
and fluorescence was no longer detectable, 
mice were sacrificed, at ZT14, and small in-
testine samples were removed for the Ussing 
Chamber measurements. Only the jejunum re-
gion of the small intestine was used for Uss-
ing Chamber. All five antibiotic groups showed 
significantly reduced permeability and vanco-
mycin, again, showed higher permeability than 
two of the other antibiotic groups (Figure 1E). 
 Together, these results uncover that the 
state of microbial composition directly alters the 
barrier integrity in the small intestine and the 
entire system. Additionally, vancomycin-treat-
ed groups experienced the smallest reduction 
in permeability suggesting, that gram-positive 
bacteria play the smallest role in intestinal 
epithelial barrier function compared to oth-
er bacterial subtypes in the gut microbiome.

Genetic and Environmental Disruption of 
Circadian Clocks Impacts Epithelial Barrier 
Integrity 
It has been shown that a functional circadian 
clock of a host is required for normal diurnal 
rhythmicity in microbiota composition and func-
tion ‎[8]. Building off our previous observations, 
the next step is to examine if circadian clock dis-
ruption will likewise compromise the intestinal 
epithelial barrier. Testing of Per1/2-/- mice, ge-
netically deficient in a functional host clock, has 
previously shown to disrupt diurnal rhythmicity in 
microbiota composition ‎[8]. With our own group 
of Per1/2-/- mice, we ran a FITC-dextran assay. 
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The OD for Per 1/2-/- was significantly higher 
(Figure 2A) demonstrating that circadian clock 
disruption results in increased intestinal per-
meability, a feature of a “leaky gut” syndrome.
 Environmental clock disruptions such 
as chronic jet lag and shift work are behavioral 
patterns associated with an increased risk for 
obesity, diabetes and cardiovascular disease 
[23][18][14][16][24]. It has been previously es-
tablished that a loss of microbiota oscillations 
and dysbiosis is associated with jet lag in mice 
[8]. So, we set out to learn if these losses of 
oscillations and dysbioses, in jet lag mice, also 
impact barrier function in the intestinal epithe-
lial barrier. Prior to our jet lag experiment, we 
performed a 24-hour circadian experiment on 
WT mice measuring intestinal permeability 
with two independent methods – one measur-
ing the electrical permeability of the epitheli-
um to ions (the Ussing Chamber assay) and 

one measuring the concentration of microbial 
products in peripheral blood (Toll-like Recep-
tor (TLR) assay) (Figure 2B, Figure 2C). Our 
findings demonstrate that just like microbial 
composition behaves in diurnal oscillations, 
so too does permeability. From this data we 
chose ZT2 and ZT14 as the lowest and high-
est points of permeability respectively and 
prepared control groups at each of these time 
points. This makes sense due to the nocturnal 
behaviors of mice where ZT2 is during the day-
light when mice are least active while ZT14 is 
during the night is when mice are most active.
 We then set out to mimic the situation 
of shift work and chronic jet lag by using a jet 
lag model in which mice were exposed to a 
12-hour time shift every 3 days. Using a cir-
cadian cabinet, which allows us to individually 
control the light cycles of each compartment, a 
group of mice were initially started in one of two 

A

B

C

ED

Figure 1. State of Small Intestinal Microbiome Determines Epithelial Barrier Function. 
(A) Schematic summarizing transplantation of microbiota from HFD, NC and PBS into germ-free recipient 
mice.
(B) Ussing Chamber recording of small intestines from GF mice; measuring current (mA) as a measure-
ment of permeability.
(C) Schematic showing a murine antibiotic treatment setup.
(D) FITC (fluorescein isothiocyanate)-dextran recovered from the serum of antibiotic treated WT mice and 
control.
(E) Ussing Chamber recording of small intestines from antibiotic treated WT mice and control.
Means ± SD are plotted. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001 by Mann-Whitney U test.
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compartments (ZT2 or ZT14) with light cycle’s 
12-hours apart. Every 3 days for 3 weeks the 
cages of mice were switched between the two 
compartments until they were “jet lagged”. The 
mice were then bled for FITC-dextran assay at 
the same time, ZT2 and ZT14, depending on 
the compartment. However, if the mice were 
jet lagged properly, and their circadian clock 
was disrupted, the ZT time at which blood was 
drawn would not matter. The results showed 
that the OD from FITC-dextran between jet 
lag groups ZT2 and ZT14 were non-signifi-
cant (Figure 2D). Additionally, compared to the 
controls, the jet lag groups’ ODs was closer to 
Control ZT14 (highest measured permeability) 
than Control ZT2 (lowest measured permeabil-
ity). When we excised small intestine samples, 
for Ussing chamber assay, we observed sim-
ilar trends: non-significant permeability mea-
surements between jet lag groups (sign of suc-
cessful jet lag) and overall permeability levels 
aligned with ZT14 control levels (Figure 2E). 
 Altogether, these data suggest that 
chronic environmental (jet lag model) or genet-
ic disruption (Per1/2-/-) of host light-dark cycles 
exhibits significant alterations in intestinal epi-
thelial barrier function and as a result increasing 
barrier permeability. This has relevance for fre-
quent fliers traveling across different time zones 
and people who perform shift work. Additionally, 
our data suggests an explanation for clinical ob-
servations, finding shift workers, with irregular 
sleep/wake schedules, to experience exacer-
bated inflammatory bowel disease (IBD) due to 
the effect endogenous misalignment of circadi-
an rhythms has on intestinal homeostasis ‎[26].

Metabolic Syndrome Induced by HFD Re-
sults in Circadian Disruption and Intestinal 
Barrier Dysfunction
Metabolic syndromes, like obesity and diabe-
tes, have impacted hundreds of millions of peo-
ple worldwide and consequently taken the lives 
of millions annually ‎[25]. Previous studies have 
uncovered the associations metabolic syn-
dromes have with the functionality of the intes-

Figure 2. Genetic and Environmental Dis-
ruption of Circadian Clocks Impacts Epi-
thelial Barrier Integrity.
(A) FITC (fluorescein isothiocyanate)-dextran re-
covered from the serum of Per1/2-/- and WT.
(B) Ussing Chamber recording of small intestines 
from naïve WT over 24 hours. Arrows mark the low-
est (ZT2) and highest (ZT14) points of permeability. 
(C) PRR stimulation by spleen, liver, serum ex-
tracts from naïve WT mice. Arrows mark the lowest 
(ZT2) and highest (ZT14) points of permeability.
(D) FITC (fluorescein isothiocyanate)-dextran 
recovered from the serum of jet lag mice and their 
respective controls.
(E) Ussing Chamber recording of small intestines 
from jet lag mice and their respective controls. 
Means ± SD are plotted. *p < 0.05, **p < 0.01, ***p 
< 0.001, ****p < 0.0001 by Mann-Whitney U test. 
Figures 2D and 2E: 2-way ANOVA test. 

A

B

C

D E
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tinal barrier, specifically its state of permeability 
[27]. The study highlights the implications an 
influx of immune-stimulatory microbial ligands, 
leaking out of a permeable intestinal barrier can 
have, such as increased inflammation and risk 
of infection [27]. However, the tissue under scru-
tiny was the colon. In our studies, we focused 
our attention on the small intestine, which one 
could argue is of more significance due to it be-
ing the primary site of nutrient absorption [21]. 
In order to mimic human dietary habits, which 
would predispose one to a metabolic syndrome, 
we fed mice with an HFD for 3 weeks. In a pre-
viously referenced chart (Figure 1B), where 
germ-free mice received fecal transplantation 
of an HFD microbiome we saw a significant in-
crease in small intestine permeability than mice 
with a normal diet (NC) microbiome, suggesting 
that a microbial composition associated with an 
HFD diet causes intestinal barrier dysfunction.
 Previous studies linked circadian 
rhythm disruption to metabolic syndrome when 
they found enhanced weight gain and exacer-
bated glucose intolerance in jet lag mice fed 

HFD [8]. In an attempt to determine if an HFD 
would alter permeability in a circadian context 
we set out to perform another permeability ex-
periment on HFD mice but under circadian con-
ditions. We fed two groups of mice with HFD for 
3 weeks. Utilizing the circadian cabinet, each 
group was placed in different compartments 
and light-dark cycles were set 12-hours apart 
at the previously observed lowest and highest 
times of permeability, ZT2 and ZT14 respective-
ly (Figure 3A). FITC-dextran assay was run and 
blood was drawn at ZT2 and ZT14 depending 
on which compartment the mice were in. From 
the FITC-dextran data we see no significant dif-
ference in OD between HFD diet groups which 
suggests that the altered diet disrupted circa-
dian rhythms (Figure 3B). Additionally, we see 
OD levels of HFD groups to be at levels clos-
er to Control group ZT14 reaffirming previous 
data showing increased permeability in HFD 
mice (Figure 3B). When the Ussing Chamber is 
performed on small intestine samples, we like-
wise see no significance between HFD groups 
and overall HFD permeability levels correlate 

Figure 3. Metabolic Syndrome Induced by HFD Results in Circadian Disruption and Intes-
tinal Barrier Dysfunction.
(A) Schematic showing the typical configuration of a circa-dian cabinet.
(B) FITC (fluorescein isothiocyanate)-dextran recovered from the serum of HFD mice at different ZT times 
and their respective controls.
(C) Ussing Chamber recording of small intestines of HFD mice at different ZT times and their respective 
controls. 
Means ± SD are plotted. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001 by Mann-Whitney U test. Fig-
ure 3B and 3C: 2-way ANOVA test.

A B C
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more strongly with ZT14 than ZT2 (Figure 3C). 
 Together, these observed results draw 
attention to a serious issue. Metabolic syn-
dromes, which are usually onset by poor di-
ets such as those high in fat, are only exac-
erbated by the same stimuli that caused the 
development of the disease. Our data signi-
fies metabolic syndromes’ role in both dis-
rupting circadian rhythms and heightening 
intestinal barrier permeability that can lead 
to increased inflammation and infection.

DISCUSSION & CONCLUSION
In this study, we describe that the mammalian 
intestinal barrier function displays diurnal oscil-
lations and is dependent on microbiome com-
position. If microbiome composition is distorted, 
as in the case of antibiotic treatment or HFD, 
we see alterations in intestinal barrier integrity 
as well as disruptions in the circadian rhythms 
of epithelial permeability. While previous stud-
ies sought to understand the consequences, di-
urnal disruption has on microbial composition, 
here we found direct evidence of the role micro-
bial composition plays in intestinal permeability. 
Next, we wanted to study the direct implications 
distorting circadian rhythms, either with genet-
ic clock deficiency or time-shifted induced jet 
lag, have on intestinal barrier function. We not 
only found that these conditions significantly 
impaired the circadian rhythms of permeability, 
but also, increased overall permeability result-
ing in greater pathobiont exposure and inflam-
mation. Lastly, we found that inducing meta-
bolic syndromes via HFD intervention disrupts 
circadian rhythms in the intestinal barrier as 
well as causes significant barrier dysfunction 
resulting in increased epithelial permeability.
 Altogether, these studies have uncov-
ered numerous future paths. While this study 
has broadly implicated microbiome composi-
tion as a mediator of gut permeability, in order 
to learn more about the key bacterial players 
in permeability mediation, we can perform se-
quencing on the microbial compositions found 
in our antibiotic treated groups to reveal the 

unique bacteria having the biggest impact on 
reducing or increasing permeability. Under-
standing which bacteria to promote and which 
to remove in the microbiota could be pivotal in 
suppressing symptoms in patients with IBD and 
metabolic syndromes, to name a few, caused 
by leakages in the intestinal epithelial. Exploit-
ing antibiotic or probiotic treatments to target 
these bacteria could help combat diseases ex-
acerbated by gut leakiness. Lastly, our observa-
tions showing intestinal permeability function-
ing under diurnal oscillations has applications 
from drug consumption to nutritional/dietary 
strategies. Further unravelling the roles, reg-
ulators and mechanisms of intestinal permea-
bility could serve to one day aid therapies for 
illnesses affected by the “leaky gut” syndrome.
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ABSTRACT: Chronic Lymphocytic Leukemia (CLL) is a type of blood cancer that has a very 
heterogeneous biological background and diverse treatment strategies. However, a small part 
of this malignancy may disappear without receiving any treatment, known as “spontaneous re-
gression”, which occurs as a result of a poorly investigated mechanism. Exposing the underlying 
causes of this condition can lead to a novel treatment approach for CLL. In this article, we applied 
in-silico analysis on total RNA expression data from 24 CLL samples to determine possible reg-
ulatory mechanisms of spontaneous regression in CLL. These were first selected by comparing 
spontaneous regression with progressive samples of CLL at the transcriptional level using two 
unsupervised machine learning algorithms, i.e., Principal Component Analysis (PCA) and Hier-
archical Clustering. Subsequently, the DESeq2 algorithm was used to scrutinize only statisti-
cally significant (adjusted p-value < 0.01) RNA transcripts that can differentiate both conditions. 
Here, at first, we have elucidated 870 significantly differentially expressed protein-coding genes 
that were involved in the biogenesis and processing of RNA. Consequently, these findings led 
our study to investigate non-coding RNA, and 33 long non-coding RNAs (lncRNAs) were found 
to be significantly differentially expressed among two conditions based on differential gene ex-
pression analysis. Further, our analysis in the current study suggested lncRNAs, PTPN22-AS1, 
PCF11-AS1, SYNGAP1-AS1, PRRT3-AS1, and H1FX-AS1 as potential therapeutic targets 
to trigger spontaneous regression. Ultimately, the results presented here reveal new insights 
into spontaneous regression and its relationship with non-coding RNAs, particularly lncRNAs.

KEYWORDS: Chronic Lymphocytic Leukemia, spontaneous regression, therapeutic targets, LncRNAs, 
transcriptomics
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INTRODUCTION
According to the American Cancer Society sta-
tistics, leukemia is the second leading blood 
cancer, with roughly 60,000 new cases identified 
in 2020 [1]. Leukemia has different subtypes, 
which are classified in the context of the tumor 
origin [2]. The most common variety in adults 

is chronic lymphocytic leukemia (CLL), which is 
a lymphoid malignancy due to failed apoptosis 
and aggressive proliferation of mature B cells 
[3]. These cells circulate through the blood as 
non-proliferating cells or arrested cells in the 
G0/G1 phase of the cell cycle and may affect 
the function of normal cells in other organs [4].
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CLL has a highly diverse biological and clinical 
background for each patient that determines the 
stage of the disease [5]. Although there are sev-
eral stages of CLL classified according to their 
genetic background and B cell number, one of 
the most intriguing concepts is known as spon-
taneous regression, which is the disappearance 
of the tumor over time either without any treat-
ment or with treatment that is categorized as 
insufficient to have an impact on the tumor [6].
 Spontaneous regression can be seen 
in 1-2% of all CLL patients, and it is a phe-
nomenon that is poorly understood [7]. In this 
process, cells that proliferate uncontrolla-
bly are transmitted to the quiescent state so 
that the tumor disappears partially or com-
pletely with time [6]. Spontaneous regres-
sion is not a common feature of cancer cells 
and is regulated by mechanisms that are not 
well-understood. If such mechanisms can be 
determined, target biological molecules that 
have a specific role in disease progression 
can be identified and manipulated in vitro.
 Current strategies aim to inhibit BCR 
signaling, which is crucial for the survival of the 
B-cells, and chemokine signaling that creates 
survival signals and attracts leukemic cells to 
communicate with its microenvironment [5]. 
Moreover, activation of apoptosis pathways 
via blocking BCL2 activity, an anti-apoptotic 
protein, which is highly expressed in leukemic 
cells, is included in the aforementioned strate-
gies [8]. Although these types of targeted ther-
apies improve the outcome of the patients, the 
heterogeneity of the leukemia microenviron-
ment reinforces the necessity of new targets. 
As the targeted therapies may have an impact 
on tumor surroundings and affect the other cells 
found in the tumor microenvironment, triggering 
spontaneous regression mechanisms may im-
prove the strategies as well as patient outcome.
 In CLL, the most frequent chromo-
somal abnormalities and somatic mutations 
on the protein-coding region of the genome 
have been distinguished as a result of ge-
nomic sequencing, and disrupted cellular 

pathways are identified using next-generation 
sequencing of mRNA expression [9]. In spite 
of this progress, nearly 20% of CLL cells do 
not show chromosomal abnormalities or ge-
nomic variation. Therefore, researchers re-
cently shifted their focus to the non-coding 
region of the genome and regulatory RNA 
molecules, especially long non-coding RNAs, 
which are deregulated in many cancers [10].
 Long non-coding RNAs (lncRNAs) 
are a subgroup of non-coding RNAs which 
are longer than 200 nucleotides and encom-
pass thousands of diverse transcripts in hu-
mans [11]. There are approximately 100,000 
known lncRNAs, and this quantity is ex-
panding each year with the new studies [12]. 
 LncRNAs play a significant role in gene 
regulation, controlling multiple cellular mecha-
nisms involved in tumor progression. They are 
involved in epigenetic regulation of gene ex-
pression via histone modification, DNA meth-
ylation, or acetylation. Specifically, these epi-
genetic regulations may include recruitment 
of histone remodeling complexes, interaction 
with histone methyltransferases and demeth-
ylases to regulate DNA methylation, or his-
tone acetyltransferases and deacetylases to 
modulate the acetylation [13]. Furthermore, 
lncRNAs may regulate gene expression at the 
transcriptional level by recruiting transcription 
factors [14]. Moreover, lncRNAs can produce 
hybrids or act as scaffolds through interac-
tion with proteins to regulate expression at 
the post-translational level, including regula-
tion of phosphorylation and ubiquitination [15]. 
 In tumor development, lncRNAs can 
serve as either tumor suppressors, oncogenes, 
or even both at the same time for some cancer 
types [16]. Analysis of lncRNA expression pat-
terns had led to the identification of putative bio-
markers such as HOTAIR, H19, and DLEU1/2 
[17]. Specifically, HOTAIR serves as an onco-
gene by inducing invasiveness and metastasis 
in several cancers via recruiting a demethylase 
[13]. Since this lncRNA is highly expressed in 
aggressive tumors, it is considered as a bio-
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marker and a possible therapeutic target for 
many cancers [18]. DLEU1/2 epigenetically 
regulate the tumor suppressors and are delet-
ed in CLL cells, which results in the progression 
of the CLL. This allows it to serve as a biomark-
er in the diagnosis [19]. On the other hand, H19 
has a dual role in different cancers by stimu-
lating distinct mechanisms through transcrip-
tion factors, which makes it a target that needs 
to be studied separately for each cancer [13]. 
 Furthermore, lncRNAs are known to 
play an important role in cell differentiation and 
tissue specificity [20]. However, characteriza-
tion may be compelling because lncRNAs are 
transcribed in different loci and localized dis-
tinctly. More importantly, lncRNA expression is 
generally tissue-specific and can be detected 
under certain conditions [21]. As the lncRNAs 
are differentially expressed, their roles and ac-
tivities can be identified in disease conditions. 
 Due to the diverse functions of ln-
cRNAs, novel studies are concentrated on 
the identification of lncRNAs as therapeu-
tic targets. As the expression of these mol-
ecules is tissue and disease-specific, this 
specificity makes them excellent targets 
compared to protein-coding genes [22]. 
 In the scope of this project, the trigger 
mechanism behind the spontaneous regres-
sion process is investigated at the transcrip-
tomic level to identify a pattern of lncRNA 
expression that would explain cell “deci-
sion” by comparing CLL tissue at the sponta-
neous regression and the progressive states. 

METHODS
Dataset
The dataset of this project was generated by 
Kwok et al. (2020) and published as a BioProj-
ect on the NCBI with the accession number 
PRJNA535508 (Supplementary Notes 1) [6]. 
Transcriptome data contains raw reads of RNA 
sequencing from the Illumina Nextseq 550 plat-
form by using paired-end sequencing. In this 
study, the authors compared multiple samples 

from multiple subtypes of chronic lymphocytic 
leukemia that can be seen in Table I. In our proj-
ect, spontaneous regression and progressive 
states were chosen for further analysis to inves-
tigate expression variation specifically involved 
in the regression mechanism in CLL cells.

Table I. Dataset of the BioProject

RNA-seq Raw Data Processing
Raw reads were used to construct an RNA se-
quencing pipeline that contains pre-processing 
using Trimmomatic, mapping of reads on refer-
ence transcriptome with Bowtie2-t, and quan-
tification using RNA-Seq by Expectation-Max-
imization (RSEM) algorithms with T-Bioinfo 
server (Supplementary Notes 1) as represent-
ed in Figure 1. Briefly, in order to get gene ex-
pression levels, duplicated sequences which 
resulted in PCR amplification were removed by 
PCR clean considering best coverage. Then, 
Trimmomatic was used to remove adaptor se-
quences and poor-quality data at the end of the 
sequence. Mapping of these clean reads on 
transcriptome was performed by using the Bow-
tie2-t algorithm based on the reference genome 
(GRCh38). Bowtie2-t is an option of the Bowtie, 
which is a mapping algorithm and aligns short 
reads according to the seed approach [23]. Fi-
nally, for the quantification of gene expression, 
the RSEM algorithm was used with FPKM nor-
malization to obtain the gene expression table.
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Figure 1: RNA-seq Data Processing Pipeline to 
generate an RNA expression table on T-Bioinfo 
Server

Exploratory Analysis
Exploratory analysis facilitated the examina-
tion of variation between all samples, includ-
ing healthy and diseased patients, in order 
to select a comparison parameter for further 
analysis. Thus, the visual outputs were used 
to determine the patterns. Data was explored 
by using principal component analysis (PCA), 
which is a dimensionality reduction technique 
that discerns the variability between the sam-
ples [24]. PCA was performed twice, both for 
all the samples and for the spontaneous re-
gression and the progressive samples to be 
able to observe the improvement on principle 
components. Hierarchical Clustering, which 
finds patterns among the samples using sim-
ilarity measures [25], made it possible to un-
derstand the clustering aspects of spontaneous 
regression and progressive samples based on 
their gene expression, especially after the se-
lection of statistically significant genes, which 
will be explained in the following section.

Differential Gene Expression Analysis
The Differential Gene Expression analy-
sis was conducted by contrasting spon-
taneous regression with progressive CLL 
samples. Separate studies were performed 
for protein-coding and non-protein cod-
ing transcripts to understand the mecha-
nisms involved in spontaneous regression. 

The differential gene expression (DGE) pipe-
line, which includes pre-processing, mapping 
with HiSat2, RNA expression quantification 
using HTseq, and differential gene expression 
analysis with DESeq2 algorithm was construct-
ed by using the T-Bioinfo server (Figure 2). 
Here, initially, PCR cleaning was performed by 
considering coverage to get rid of the duplicat-
ed sequences generated via PCR amplifica-
tion. To eliminate the adaptors and bad quality 
sequences from the data, the Trimmomatic al-
gorithm was used. Next, the HiSat2 was utilized 
for the mapping of sequence reads to the refer-
ence genome (GRCh38) by taking into account 
the splice junctions. Then, the HTseq algorithm 
quantified the gene expression through over-
lapping reads and generated a gene expression 
table in the form of count values. Finally, differ-
ential gene expression analysis was performed 
by using the DESeq2 algorithm which gives the 
expression differences between two groups us-
ing the shrinkage estimators [26]. DESeq2 pro-
vides results, which include p-value, log 2-fold 
change, and adjusted p-value. Then, an ad-
justed p-value or False Discovery Rate (FDR) 
that is a standard statistical value utilized for 
multiple testing correction, is calculated to 
eliminate the false-positive results [26, 27].
 The T-Bioinfo server uses a one-
step approach for DGE analysis and com-
bines several methods. Although DESeq2 
can be used for both normalization and sta-
tistical analysis, the T-Bioinfo server pro-
vides an additional approach, which includes 
gene set enrichment analysis (GSEA) to dis-
cover related pathways and processes [28].

Selection of Significant Genes
The significant genes were identified by their 
p-adjusted values and log2 fold change. The de-
termined threshold for the adjusted p-value was 
0.01 and the log2 fold change was ±1 in non-cod-
ing RNAs and ±1.5 in protein-coding genes.
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Figure 2: Differential Gene Expression Analysis 
Pipeline Using the T-Bioinfo Server

Gene Ontology Analysis
The enrichment analysis was done via us-
ing the Enrichr platform for the protein-cod-
ing genes [29]. Respectively, the GO and 
KEGG pathways were considered for the 
observed upregulated and downregulated 
genes in spontaneous regression samples.

Data Visualization
The gene expression patterns were observed 
by heatmaps. Furthermore, PCA and H-Clus-
tering were repeated with the selected signif-
icant RNA transcripts to make a comparison 
as before and after, and see an improvement 
on the basis of variance. Visualization was 
performed independently for protein-cod-
ing genes and non-protein coding genes.

RESULTS
Variation is Detected Between Sponta-
neous Regression and the Progressive 
Samples
The exploratory analysis using the PCA revealed 
that there was a variation between the spon-
taneous regression and the progressive state. 
 Based on Figure 3A, it can be seen 
that healthy samples and the diseased sam-
ples are well separated, which means there 
is significant variation between these groups. 
When the spontaneous regression and pro-
gressive samples were examined in a specif-

ic scatter plot, it was obvious that there was 
an improvement in principal components, and 
the two groups were clearly separated from 
each other (Figure 3B). After the observed 
variation between the two groups, the reason 
for this difference and its impacts could be 
investigated at the level of gene regulation.

Figure 3. Principal Component Analysis,
(A) Healthy samples versus Diseased samples
(B) Spontaneous Regression (Red) versus Pro-
gressive Samples (Purple)

Revealed Pathways Involved in Biogenesis 
and Processing of RNA 
Based on DESeq2 analysis, expression levels 
of 870 protein-coding genes were identified as 
significantly different between the two groups 
with p-adjusted values (<0.01) and log2 fold 
change (+/- 1.5) (Supplementary Table 1). The 
heatmap of the protein-coding genes shows 
the gene expression patterns between spon-
taneous regression and progressive samples 
(Figure 4A). It is obvious that most of the genes 
were upregulated in spontaneous regression 
while they downregulated in progressive ones. 
To understand the biological importance of path-
ways, gene ontology analysis was performed. 
Interestingly, although there were different path-
ways in upregulated genes, many represented 
biological pathways involved in biogenesis and 
processing of RNA, and mRNA translation (Fig-
ure 4B). In addition, identified pathways also 
included ribosome-related pathways, which im-
ply translation of protein-coding RNAs is affect-
ed. The same concept could be detected with 
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Figure 4. Data visualization of protein-coding genes 
(A) Gene expression patterns of protein-coding genes. Heatmap exposes the downregulated and upreg-
ulated genes among the samples
(B) Gene ontology analysis of protein-coding genes. Pathway analysis shows the downregulated and 
upregulated pathways in the spontaneous regression samples, respectively. Arrows indicate the RNA 
related pathways 
(C) Representation of principal component analysis with 3D scatter plots. First PCA shows the separation 
of spontaneous regression (SR) and progressive (P) samples before the selection of the protein-coding 
genes, second PCA represents the separation of SR and P samples after the selection of the protein-cod-
ing genes, and last PCA indicates the true variability source considering four outliers
(D) Hierarchical Clustering results as dendrograms. Each dendrogram point out the related scatter plots 
that are placed above and reveal the clustering perspective. Red boxes indicate the SR samples, and the 
other ones are the P samples

A B

C

D
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the downregulated genes as presented in Fig-
ure 4B. Consequently, these findings led this 
research to investigate the non-coding RNAs, 
which was the second branch of this study.

There was a Diversity Among the Sponta-
neous Regression Samples
According to the first principal component, spon-
taneous regression had a lot of variability within 
its own group (Figure 4C). This variation could 
be observed from the dendrograms in Figure 
4D. Correspondingly, spontaneous regression 
samples had two diverse groups. The clinical 
data of these samples, therefore, needed to be 
examined to interpret them as outliers or true 
variability sources. However, no difference was 
detected between the four outliers and the oth-
er samples. This meant the difference had to 
be in their biological background. That is why 
these four diverse samples were selected in 
comparison with progressive samples to see 
the most significant difference between the two 
groups in the context of expression patterns.
 As a result, it can be seen in Figure 4C 
that there was a significant improvement with 
the well-separated two groups after the selec-
tion of true variability source. Additionally, bet-
ter separation could also be observed from the 
dendrogram in Figure 4D that four samples and 
the progressive samples have distinct branch-
es compared to the remaining twelve samples. 

Identified Non-Coding RNAs were Novel 
Transcripts 
Based on differential gene expression analysis, 
33 lncRNAs, which are significantly expressed, 
were identified with the specific parameters 
(Supplementary Table 2). Each lncRNA was in-
vestigated by their Ensembl ID and identified as 
novel transcripts. When the PCA was repeated 
with selected lncRNAs, clear separation could 
be seen among the spontaneous regression 
and the progressive samples (Figure 5A). Even 
though there was no dramatic improvement in 
principal components, hierarchical clustering 
results were highly distinctive. It can be seen in 

Figure 5B that the two groups cluster separately 
in the dendrogram, which implies these signifi-
cant genes might predict tumor characteristics.
 To be able to observe the gene ex-
pression pattern of the lncRNAs, a heatmap 
was generated. As shown in Figure 5C, most 
of the genes were upregulated in progressive 
samples compared to spontaneous regression. 
 So far, pathway analysis of differential-
ly expressed protein-coding genes in sponta-
neous regression samples has demonstrated 
that global gene expression in these samples 
might be modulated at the transcriptional 
and post-transcriptional level, and non-pro-
tein coding genes have shown that lncRNAs 
are differentially expressed in these sam-
ples. To make a biologically relevant inter-
pretation, the analysis will regard lncRNAs 
identified as statistically most significant.

DISCUSSION
Although spontaneous tumor regression is 
rare, it is a phenomenon that can be observed 
in some types of cancer, such as neuroblas-
toma, renal cell carcinoma, lung cancer, lym-
phoma, and leukemia [30]. To be able to in-
crease the occurrence rate of this mechanism, 
detailed studies should be conducted, and 
the related pathways should be examined.
 In summary, we used RNA-seq datasets 
from CLL patients containing a total of 16 spon-
taneous regression and 8 progressive state 
samples. First of all, we looked for variation 
and pattern among these two groups by using 
PCA and H-Clustering based on gene expres-
sion. After the detection of variation, we hypoth-
esized that the reason for this difference should 
be at the gene expression level. Therefore, we 
applied differential gene expression analysis by 
comparing spontaneous regression and pro-
gressive tumor states. We identified 870 pro-
tein-coding genes which were significantly dif-
ferentially expressed and also were associated 
with RNA-related pathways based on gene on-
tology analysis. Depending on these findings, 
we also investigated non-coding RNAs and 
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Figure 5. Data visualization of non-coding RNAs 
(A) Representation of principal component analysis with 3D scatter plots. Initial PCA indicates the separa-
tion of spontaneous regression (SR) and progressive (P) samples before the selection of the non-coding 
RNAs and second PCA shows the separation of SR and P samples after the selection of the non-coding 
RNAs
(B) Hierarchical Clustering results as dendrograms. Each dendrogram specify the related scatter plots 
that are located above and expose the clustering perspective. Red boxes demonstrate the SR samples, 
and the other ones are the P samples
(C) Gene expression patterns of non-coding RNAs. Heatmap represents the downregulated and upregu-
lated genes between the samples

A

B

C
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identified significantly expressed 33 lncRNAs. 
This paper has highlighted that new therapeutic 
strategies may involve lncRNAs to trigger the 
spontaneous regression phenomena in can-
cer cells. Since the lncRNAs can regulate the 
important cellular mechanisms during cancer 
progression, identification of disease-specific 
lncRNAs may enlighten the way of new treat-
ment strategies. Therefore, a detailed literature 
review for each lncRNA and their sense mR-
NAs had been done. Even though the detailed 
explanation can be found in Supplementary 
Table 2, identified lncRNAs are involved in sev-
eral pathways including tumor growth, metas-
tasis, cell survival, and regulation of the tumor 
microenvironment such as the immune system. 
 Previous studies showed that identified 
two lncRNAs, the PRRT3-AS1 and H1FX-AS1, 
were focused on cancer progression [31, 32, 
33, 34]. Both lncRNAs were upregulated in the 
progressive state compared to spontaneous re-
gression, which indicates that these lncRNAs 
were functioning as tumor enhancers in CLL 
cells. Li et al. (2020) showed that the lncRNA 
PRRT3-AS1 is upregulated in prostate cancer 
and targets the PPARγ gene by binding its 3’ 
end, which leads to regulation of the Akt/mTOR 
signaling pathway [31]. The same study also re-
vealed that the down-regulation of PRRT3-AS1 
inhibits prostate cancer progression by regulat-
ing cell proliferation, migration, and apoptosis. 
Moreover, knocking down this lncRNA triggers 
autophagy via the mTOR pathway [31]. Anoth-
er study suggested that PRRT3-AS1 is esti-
mated as an immune-related lncRNA involved 
in PPAR signaling and can be used as a poten-
tial target in glioblastoma [32]. In light of these 
findings, it can be said that the PRRT3-AS1 
functions as a tumor promoter gene in prostate 
cancer and glioblastoma. Since it is revealed 
that this lncRNA is highly expressed in the 
progressive state of CLL, further studies may 
clarify the related pathways and novel targets. 
Moreover, downregulation of this lncRNA might 
promote spontaneous regression by repressing 
cell proliferation and inducing apoptosis.

 According to Shi et al. (2020), lncRNA 
H1FX-AS1 is downregulated in cervical can-
cer, and low expression is correlated with poor 
prognosis and linked to tumor size as well as 
metastasis. In silico analysis predicted that the 
possible target of the H1FX-AS1 was the miR-
324-3p, and it was binding and regulating the 
DACT1 [33]. Furthermore, the same research 
included overexpression studies, which re-
vealed that the high expression levels of this 
lncRNA significantly reduced the proliferation 
and invasiveness, and activated the apoptosis 
pathways. H1FX-AS1, therefore, is identified 
as a tumor suppressor gene in cervical cancer 
[33]. On the contrary, high expression levels of 
lncRNA H1FX-AS1 are associated with a poor 
prognosis in gastric cancer. It is predicted that 
this lncRNA was related to epithelial to mesen-
chymal transition (EMT) and metastasis path-
ways [34]. Additionally, in-silico prediction anal-
ysis indicated several targets of the H1FX-AS1 
lncRNA, such as H1FX, COPG1, and MIR6826 
that can be used as potential therapeutic tar-
gets in gastric cancer [34]. Since H1FX-AS1 
is upregulated in the progressive state of CLL, 
the precise roles of this lncRNA should be ex-
amined for CLL cells. Besides, considering the 
studies on gastric cancer, downregulation of 
H1FX-AS1 may trigger the spontaneous re-
gression through inactivation of metastasis.
 As the other 31 lncRNAs were novel 
transcripts, several examples could be consid-
ered by examining the sense protein-coding 
genes of the lncRNAs to reveal the significance 
and possible functions of these lncRNAs. 
Thereby, the specified lncRNAs and their 
sense protein-coding genes can be targeted 
for further analysis and treatment strategies.  
 The first one is the lncRNA PT-
PN22-AS1 that was upregulated in the sponta-
neous regression samples. It is known that the 
B cell receptor signaling is vital for the growth 
and survival of the leukemic cells [35]. These 
signaling pathways can be stimulated with di-
verse tyrosine kinases as well as phospha-
tases. PTPN22 is a protein tyrosine phospha-
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tase specifically expressed in immune cells. It 
can function as an enhancer or suppressor of 
BCR and TCR signaling by regulating phos-
phorylation status [36]. According to studies, 
the PTPN22 gene is upregulated in CLL cells, 
and this upregulation results in attenuation of 
the apoptosis signals produced by the BCR and 
stimulation of the AKT activity that generates a 
survival signal [35]. This regulation reveals that 
the cancer cells which express autoreactive 
BCRs can escape from apoptosis by upregu-
lating the PTPN22 gene. Therefore, downreg-
ulation of this gene through the lncRNA PT-
PN22-AS1 at multiple levels may trigger the 
spontaneous regression in CLL by eliminating 
autoreactive B cells in the context of immune 
tolerance. So, if the upregulation of this lncRNA 
can be induced by an external factor, it could 
be used as a therapeutic target for CLL cells.
 The next lncRNA would be PCF11-AS1, 
and it is also upregulated in spontaneous regres-
sion. Alternative polyadenylation (APA) leads to 
transcription of diverse isoforms at the RNA 3’ 
end that affects the functioning of encoded pro-
teins. This mechanism needs multicomponent 
protein complexes, and one of the protein com-
plexes is called CFII [37]. This complex com-
prises the PCF11 gene that is a cleavage and 
polyadenylation factor subunit, and regulates 
the transcription termination and RNA 3’ end 
maturation. Studies show that this gene partic-
ularly regulates the alternative polyadenylation 
of the genes associated with the WNT pathway 
as an oncogene in neuroblastoma cells [38]. 
Accordingly, the downregulation of this gene 
results in diminished cell growth as well as in-
vasiveness. Interestingly, one of the studies 
indicates that spontaneously regressed neuro-
blastomas express the PCF11 gene at low lev-
els compared to highly progressive neuroblasto-
mas [39]. Basically, downregulation of this gene 
at the epigenetic or post-transcriptional level 
through the lncRNA PCF11-AS1 may induce 
the spontaneous regression in CLL via ceasing 
the cell growth. Thus, the upregulation of this 
lncRNA can be used as a therapeutic strategy.

 Another lncRNA is the SYNGAP1-AS1 
which is upregulated in progressive samples. 
Mutant RAS genes stimulate the GTP-bound 
state which constitutively activates RAS signal-
ing in metastatic cells [40]. RasGAPs inactivate 
RAS signaling by converting active GTP-bound 
into its inactive state [41]. SYNGAP1, also 
known as RASA5, is a member of the RasGAP 
family and functions as a tumor suppressor 
gene [42, 43]. Studies proved that the RASA5 
gene is epigenetically disrupted in multiple can-
cer types by promoter methylation, and gain of 
function assays exposed that RASA5 expres-
sion leads to a reduction in metastasis by regu-
lating EMT and cell stemness [43]. As it is known 
that the lncRNAs can regulate gene expression 
at the epigenetic level through methylation, this 
epigenetic silencing may be due to the lncRNA 
SYNGAP1-AS1. So, the upregulation of the 
SYNGAP1-AS1 can knock down this gene at 
the epigenetic level by methylating the promot-
er region leading to aggressive tumor progres-
sion in CLL patients. Even though further stud-
ies are essential, targeting this lncRNA may 
also trigger spontaneous regression through 
metastasis and cell stemness pathways, and 
enhance our understanding of this mechanism.
As a result, the deduction that can be made 
from these exemplary lncRNAs is that the 
detailed examination of the identified novel 
transcripts can be used to reveal the mecha-
nisms that lead to spontaneous regression, 
as well as to identify these lncRNAs as tar-
gets for small molecule inhibitors or activators 
so that the spontaneous regression mecha-
nism can be triggered in other cancer types.

CONCLUSION
These findings suggest that regulation through 
the lncRNAs might have a major role in cells’ 
fate, and their detailed examination can enlight-
en the way of discovery of the possible ther-
apeutic targets. In prospective studies, each 
lncRNA should be investigated to perceive their 
functional pathways by over-expression and 
suppression studies in various cancer types 
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in order to understand their specific roles. Ad-
ditionally, the following study which considers 
these findings should combine the protein-cod-
ing genes and non-protein coding genes. 
Since these two groups revealed significant 
results independently, their combination can 
lead to future selection and determination of 
particular pathways which affected each other.
 This study had certain limitations that 
need to be overcome to conduct more efficient 
studies. Spontaneous regression samples 
had diverse biological backgrounds, which in-
creased the demand for the detailed investi-
gation of these samples. Furthermore, it was 
problematic to identify the significant path-
ways through differential gene expression al-
gorithms due to this variability. Finally, as the 
amount of the samples was limited, more com-
prehensive research is required to verify these 
findings and make a distinctive interpretation.
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ABSTRACT: The use of non-metallic composites that are durable, low cost, and lightweight is 
growing fast in various industries. In the oil and gas industry, a commonly used form of these 
materials is in the shape of pipes. Such pipes can be damaged due to material loss (defects 
and holes), erosions, and more which may cause major production failures or environmental 
mishaps. To prevent these issues, non-destructive testing (NDT) methods need to be employed 
for regular inspections of such components. Since traditional NDT methods are mainly used for 
metallic pipes, microwave imaging has recently been proposed as a promising approach for 
examination of non-metallic pipes. While microwave imaging can be employed for inspection 
of multiple layers of pipes, the effect of undesired eccentricity of the pipes (undesired distance 
between the centers of multiple pipes which are supposed to be concentric) can impose addi-
tional imaging errors. In this paper, for the first time, we study the effect of eccentricity of the 
pipes on the images reconstructed using near-field holographic microwave imaging on double 
pipes through simulations. To have a realistic study, we add artificial noise to the simulated data.

KEYWORDS: Eccentricity effect, microwave imaging, non-destructive testing, non-metallic pipes

© 2021 Gao, Raisa, Amineh. This is an open access article distributed under the terms of the Creative Commons 
Attribution License, which permits the user to copy, distribute, and transmit the work provided that the original au-
thors and source are credited.   

INTRODUCTION
Recently, non-metallic pipes and composite 
components such as fiber reinforced plastic 
(FRP), glass reinforced epoxy resin (GRE), 
high density polyethylene (HDPE), reinforced 
rubber expansion joints (REJs), carbon fi-
ber reinforced plastics (CFRP), and polyvinyl 
chloride (PVC) are replacing metallic pipes 
throughout different industries due to advan-
tages such as durability, low cost, light-weight, 
resistance to corrosion, etc. The growing de-
mand for these materials necessitates the 
use of proper non-destructive testing (NDT) 
techniques for material integrity inspections. 
 In general, NDT methods such as ul-

trasonic testing, radiography, eddy current, 
and magnetic flux leakage have been wide-
ly applied in different industries for inspection 
of metallic components. However, these NDT 
methods cannot fulfill the demand for testing 
certain materials and components such as 
non-metallic composite pipes. For example, 
due to the complex structure of composite ma-
terials such as FRP/GRE [1] and the nature 
of defects and failure morphology in HDPE 
thermal fusion joints, ultrasonic testing fails 
to perform NDT for these mediums [2, 3]. On 
the other hand, radiography relies on the use 
of X-ray [4] which requires extra safety mea-
sures. Besides, it is incapable of detecting de-
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lamination and planar cracks for defects when 
the local density remains nearly the same.
 Thus, to fulfill the growing demand 
for NDT of non-metallic materials, microwave 
measurement techniques have been proposed 
(e.g., see [5, 6]). The usage of microwave im-
aging helps detecting defects, cracks, holes, 
and more in such components. In particular, 
microwave holographic imaging is a fast and 
robust imaging technique that has been suc-
cessfully applied in various applications such 
as the security screening of airport passengers 
[7], etc. Originally, microwave holographic im-
aging techniques were developed based on 
synthetic aperture radar (SAR) imaging tech-
niques [7] which employ far-field assumptions, 
i.e., the imaging distance which is the distance 
between the measuring antennas and the im-
aged object is assumed to be much larger than 
the wavelength. Wide-band SAR imaging has 
been used to produce three-dimensional (3D) 
images of the vertical cracks/flaws in fat and 
curved HDPE pipes [8]. Recently, SAR-based 
imaging techniques have been extended to the 
near-field applications where the distance be-
tween the measuring antennas and the imaged 
object is small (e.g., see [9, 10]). Thus, these 
techniques can be called near-field holographic 
imaging techniques where the information re-
lated to a specific imaging system is obtained a 
priori through the measurement of the so-called 
point-spread functions (PSFs) [11]. This offers 
several advantages such as: the reduction of 
modeling errors (as the modeling of the anten-
nas and the imaging setup is not required), the 
reduction of errors due to uncertainties in the 
material properties, and the reduction of errors 
due to the size of antennas (measuring the PSFs 
directly instead of having assumption-based 
point-wise antennas). Although analytical ex-
pressions for the PSF (instead of direct mea-
surement of them) can still be used in near-field 
holographic imaging, the material selection and 
the ignored near-field terms for the antennas 
may degrade the image reconstruction quality.
 It is common to use multiple pipes in 

concentric configuration, as illustrated in Figure 
1, to improve the efficiency and increase the 
lifetime of the wellbore production in oil and gas 
industry [12] or to separate the flow in the flu-
id transfer pipeline [13]. Near-field holographic 
imaging has been extended to the application 
of multiple non-metallic pipe imaging in [14, 15] 
where the pipes are assumed to be perfectly 
concentric. In this paper, we study the perfor-
mance of the near-field holographic imaging of 
double pipes with different eccentricity values, 
i.e., the centers of the two pipes are not perfect-
ly aligned. Although, in industry, normally cen-
tralizers are employed for making the multiple 
pipes concentric, the small misalignment of the 
centers, called eccentricity, can impose errors 
in image reconstruction when using techniques 
that have been developed based on the zero-ec-
centricity assumption. Thus, here, we consider 
this important factor for the first time and we 
use a quantitative measure, called reconstruc-
tion error (RE), to evaluate the degradation of 
the images of the defects on the inner and outer 
pipes of a double-pipe configuration due to var-
ious eccentricity values. It is worth noting that 
the effect of other important parameters for the 
considered microwave imaging setup such as 
thickness, radius, and permittivity of the pipes 
as well as angular separation of the antennas 
have been already studied in [15] and will be 
excluded here. Although the study is performed 
through simulations, we add artificial noise to 
the simulated data to have realistic results.

METHODS
In this section, we review the near-field holo-
graphic imaging approach for imaging of mul-
tiple pipes using an array of receiver antennas 
and multiple frequency data. Figure 1 illustrates 
the microwave imaging setup. It consists of a 
transmitter antenna to illuminate the pipes and 
an array of AN  receiver antennas measuring 
the scattered fields. The transmitter and receiv-
er antennas scan a circular aperture with radi-
us of  Ar . It is assumed that the defects and 
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pipes are infinite along the longitudinal direc-
tion (z). The scattered field is recorded at Nφ
angles along the azimuthal direction φ (within 
[0,2π]). The complex-valued scattered field 

( )SCE φ  is measured, at each sampling position, 
at Nω

frequencies within the band of 1ω  to Nω
ω  

by each receiver. Such scattered response is 
obtained from subtracting the response of the 
pipes without defects from the response of the 
same pipes with defects. The image reconstruc-
tion process then provides one-dimensional 
(1D) images of the pipes with radii ir , where 

1, , ri N= � . Please note that the imaging along 
the z direction can be implemented using simi-
lar concepts discussed here. The imaging sys-
tem is assumed to be linear and space-invari-
ant (LSI) which allows us to use the convolution 
theory. The convolution theory allows to write 
the response to an unknown input to the sys-
tem as the convolution of the point-spread func-
tions (PSF) (also known as impulse responses) 
of the system with that unknown input function.
 For implementation of the near-field 
holographic imaging, first, the PSFs of the LSI 
imaging system are acquired. These PSFs 
are approximated by measuring small defects, 
called calibration defects (CDs) placed on each 
pipe one at a time, representing impulse func-
tions as the inputs to the imaging system. In 
other words, the PSFs are measured by the 
same imaging system that will be later used 
for imaging test objects. These CDs are the 
smallest defects that can be measured by the 
system. To provide more data for image recon-
struction, measurements can be implemented 
at multiple frequencies, nω , n=1,…, Nω and 
by multiple receivers, ma , m=1,…, AN . We 
denote the measured PSF function for the i-th 
pipe measured by the receiver antenna am at 
frequency nω  by ,

, ( , )
m

SC CD
i a nE φ ω . We also denote 

the measured scattered field by the receiver 
antenna am at frequency nω  by ( , )

m

SC
a nE φ ω . Let’s 

first consider the spatially-sampled versions of 
( , )

m

SC
a nE φ ω , ,

, ( , )
m

SC CD
i a nE φ ω  , and ( )if φ  denoted by 

( , )
m

SC
a nnφ ωE , ,

, ( , )
m

SC CD
i a nnφ ωE , and  ( )i nφf , 1,...,n Nφ φ=

, with the angular interval denoted by φ∆ . Us-

ing the convolution theory and discrete Fouri-
er transforms (DFT) along φ  direction, it can 
be shown that the unknown shape functions 
of the defects on the pipes ( )if φ , 1, , ri N= � , 
can be found by solving the following system 
of equations at each spatial frequency kφ  [15]:

            (1)

where

   (2)

and

(3)

where ( , )
m

SC
a nkφ ωE�� , ,

, ( , )
m

SC CD
i a nkφ ωE�� , and ( )i kφf��

 denote DFT along φ  axis of ( , )
m

SC
a nnφ ωE , 

,
, ( , )
m

SC CD
i a nnφ ωE , and ( )i nφf , respectively. These 

systems of equations are solved at each 
spatial frequency kφ  to obtain the values for 

( )i kφf�� , 1, , ri N= � . Then, inverse DFT along 
φ  is applied to reconstruct images ( )i nφf   
over all the pipes with radii ir r= , 1, , ri N= � . 
At the end, the normalized modulus of ( )i nφf  
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Figure 1: Illustration of the simulation setup in 
FEKO for the case that the defects are on the 
inner pipe.
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( ) | /i n Mφ| f , where M  is the maximum of  
( ) |i nφ| f  for all ir , is plotted versus φ  to ob-

tain a 1D image of the defects on the i-th pipe. 
We call ( ) | /i n Mφ| f  the normalized image.
 In [15], inspired by standardized 
low-resolution brain electromagnetic tomog-
raphy, the systems of equations in (1) are 
solved using standardization of the mini-
mum norm. Using this concept, the objective 
function to be minimized is constructed as:

(4)

where  0α ≥  is a regularization parameter. The 
detailed solution has been explained in [15].
 As discussed earlier, the PSF data 
is collected beforehand for the configura-
tion of the pipes under inspection assuming 
that they are concentric. A non-zero eccen-
tricity, however, affects the measured data 
for the inspected pipes leading to errors in 
the reconstructed images. To evaluate the 
quality of reconstructed images, we define 
a reconstruction error (RE) parameter as:

(5)

where , ( )i ideal nφf
 is the ideal image for 

which the values are all 0 except be-
ing 1 at the true positions of the defects.

RESULTS
To study the effect of eccentricity on imaging of 
the multiple non-metallic composite pipes, we 
conduct a study using simulation data provided 
by Altair’s FEKO software [16] which is a high 
frequency modeling software. The study was 
done by 1D scanning and image reconstruc-
tions along the azimuthal direction. In order to 
have a more realistic simulation study, white 
Gaussian noise with signal-to-noise ratio (SNR) 
of 20 dB is added to the simulated respons-
es by using the awgn command in MATLAB.
 Figure 2 illustrates the configuration 

2
SCJ α= − +E DF F� � � �� � � �

,
1

RE ( ) | / ( )
rN

i i ideal
i

n M nφ φ
=

= −∑ | f f

of the imaging setup in FEKO. We study the 
performance of the system where the antenna 
array is placed on the outside of two concen-
tric pipes. There are 13 resonant dipole anten-
nas separated by 10aφ∆ = $  angles along the 
φ  direction. Thus, all the antennas are used 
as receivers except the center element which 
acts as both transmitter and receiver. The ra-
dii of the inner and outer pipes, namely, Rout1 
and Rout2 are 20 mm and 40 mm, respectively, 
and the thickness of both pipes is D = 2 mm. 
The pipes have a relative permittivity εr of 2.25 
and a tangent loss of 0.0004. The defects have 
semi-cylindrical shape and their parameters 
are Ld = 1.5D and Wd = 0.75D. In addition, the 
models are simulated with two identical defects 
on the pipes. The studied scenarios are: (1) 
both defects on the outer pipe only and (2) both 
defects on the inner pipe only. The eccentric-
ity parameter, denoted by Ecc, represents the 
distance between the centers of the inner and 
outer pipes (the outer pipe is assumed to be 
concentric with the circular path scanned by the 
antennas known as measurement aperture).
 For data acquisition, we perform scan-
ning of a circular aperture to get the com-
plex-valued transmission scattering parame-
ters (in microwave, these are the parameters 
representing the coupling of the transmitter to 

Figure 2: Illustration of the simulation setup in 
FEKO for the case that the defects are on the inner 
pipe.
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the receiver which here takes into account the 
field scattered back from the objects as well) 
by rotating the antennas along the azimuth 
angle (φ ) from 0° to 360° every 2° (181 grid 
points) in FEKO. For each scenario, the sim-
ulated responses without the presence of the 
defects are subtracted from the simulated re-
sponses with the presence of the defects to ac-
quire the scattered responses only due to the 
defects. Also, white Gaussian noise with SNR 
of 20 dB is added to each defect response 
to imitate real-world measurement data.
 First, we study the effect of ec-
centricity when Ecc = 0.5 mm (along the 
x axis) and both defects are on the inner 
pipe or on the outer pipes at various azi-
muthal angles from 10φ = ± $

 to 170φ = ± $ .
 After applying near-field holographic 
imaging as described in the previous section 
along with the PSF data collected for concen-
tric pipes, the values of REs are computed for 
each scenario. Figures 3A and 3B show the 
variations of the computed REs versus the an-
gle of defects for the cases that both defects 
are on the outer pipe and inner pipe, respec-
tively. From both figures, it is observed that 
there is no clear correlation between the an-

gles of the defects and the values of the REs. 
In general, the error seems to be larger for the 
defect angles between 20φ = ± $  to 140φ = ± $

. Furthermore, the values of REs are larger 
when the defects are on the inner pipe indi-
cating that the image of the inner pipe is more 
affected by the adverse effects of eccentricity.
 Next, we study the effect of value of 
eccentricity on the quality of the reconstruct-
ed images when the defects are on the out-
er and inner pipes by visually comparing the 
quality of the reconstructed images to the 
ideal images. For this study, the eccentricity 
parameter Ecc varies from 0.1 mm to 0.9 mm 
with steps of 0.1 mm and we choose constant 
angles of 170φ = ± $  for the defects one time 
when they are on the outer pipe and another 
time when the defects are on the inner pipes.
 Figure 4 shows the reconstructed imag-
es of the two pipes when the eccentricity pa-
rameter is 0.1 mm. Figures 4A and 4B show 
the images when the defects are on the out-
er and inner pipes respectively. In general, we 
notice that the image deteriorates is more for 
the inner pipe than the outer pipe. The recon-
structed image in Figure 4A for which the de-
fects are on the outer pipe clearly shows the 

Figure 3: Variation of computed RE when Ecc = 0.5 mm and the angular positions of two identical de-
fects are varying from  10φ = ± $  to 170φ = ± $ : 
(A) defects are on outer pipe 
(B) defects are on inner pipe.

A B
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presence of the defects and it is close to the 
ideal image. However, the image for the in-
ner pipe in Figure 4A shows artifacts around 
0.3 level. The reconstructed images in Figure 
4B in which the defects are on the inner pipe, 
still show the presence of the defects on the 
inner pipes but again contains large artifacts 
with maximum of 0.5 level. In this case, the 

image on the outer pipe also contains some 
small level (around 0.1 level) of artifacts with 
some shadows of the defects on the inner pipe.
 In the following, we demonstrate that as 
we continue to increase the value of eccentric-
ity parameter in this study, the quality of the re-
construction images deteriorates significantly. 
Figure 5 shows the reconstructed images when 

Figure 4: Reconstructed 1D images when the defects are at 170φ = ± $  and eccentricity = 0.1 mm for: 
(A) defects on the outer pipe
(B) defects on the inner pipe.

Figure 5: Reconstructed 1D images when the defects are at 170φ = ± $  and eccentricity = 0.5 mm for:
(A) defects on the outer pipe
(B) defects on the inner pipe.

A

A

B

B
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the value of Ecc is increased to 0.5 mm. Com-
pared to Figure 4, images in Figure 5 are more 
distorted. As expected, the increase in the val-
ue of Ecc leads to larger image reconstruction 
errors. Next, we increase the value of Ecc even 
further. Figure 6 displays the high deterioration 
of the images when the value of Ecc is 0.9 mm. 
From these figures, it can be easily deduced that 
the reconstructed image is far off from the ideal 
image due to high error caused by eccentricity.

 As a final step, we compute the variation 
of REs as the value of Ecc increases and when 
the defects are at   on the outer pipe or on the 
inner pipe. Figure 7A shows this variation when 
the defects are on the outer pipe. It is observed 
that the value of RE increases sharply as Ecc 
increases. A similar trend is observed in Fig-
ure 7B when the defects are on the inner pipe.

Figure 6: Reconstructed 1D images when the defects are at 170φ = ± $  and eccentricity = 0.9 mm for: 
(A) defects on the outer pipe
(B) defects on the inner pipe.

Figure 7: Variation of computed RE vs. eccentricity when defects are at  170φ = ± $  and both defects 
are on 
(A) outer pipe
(B) inner pipe.

A B

A B
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DISCUSSION & CONCLUSION
In this paper, we studied the effect of eccen-
tricity of the pipes on the results of the ho-
lographic microwave imaging of multiple 
non-metallic pipes. Microwave imaging is a 
non-contact method that can be used for in-
spection of multiple pipes and it is also safe 
due to the use of low-level microwave power.
 In general, the results indicate that the 
quality of the reconstructed images is high-
ly sensitive to non-zero eccentricity values 
such that even an eccentricity of 0.5 mm im-
poses image quality deteriorations. Besides, it 
was observed that the images of the defects 
on the inner pipes would be affected more 
seriously by non-zero eccentricity effects.
 Although we employed simulated re-
sults from Altair FEKO software, we applied 
additive white Gaussian noise to the simu-
lated responses to mimic real-world mea-
surements and have a more realistic study.
 Here, the study was conducted with two 
scenarios: (1) changing the angles of the de-
fects while the eccentricity value is fixed and 
(2) changing the value of eccentricity while the 
positions of defects are fixed. It is worth not-
ing that the effect of other important parame-
ters for the considered microwave imaging 
setup such as thickness, radius, and permit-
tivity of the pipes as well as angular separa-
tion of the antennas have been already stud-
ied in [15] and have been excluded here.
 Due to serious adverse effects of ec-
centricity, we plan to develop a technique to 
estimate the value of unknown eccentrici-
ty parameter and then reduce the effect of 
that on the reconstructed images. Ultimate-
ly, the goal is to develop a robust tool for 
NDT of non-metallic pipes that promote us-
ing these components in various industries.
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ABSTRACT: Understanding what traits facilitate second language (L2) learning has been the 
focus of many psycholinguistic studies for the last thirty years. One source of insight comes from 
quantitative electroencephalography (qEEG), i.e., electrical brain activity recorded from the scalp. 
Using qEEG, [1] found that functional brain connectivity is predictive of language learning ability. 
This study extends Prat et al. in investigating the association of qEEG measures for two mea-
sures of L2 proficiency, namely: 1. a grammaticality judgment task, wherein participants read and 
identified Spanish sentences as either correct or incorrect based on possible grammar violations, 
and 2. a standardized Spanish proficiency test (DELE). Participants were low-intermediate L2 
learners recruited from third- and fourth-semester university Spanish classes. Spectral power and 
coherence within and across six different regions were analyzed for correlations with either scores 
on the grammaticality judgment task or on the DELE. Follow-up linear regression models based 
on significant qEEG correlates explained up to 11% of variance in DELE scores but none of the 
variance in grammaticality judgment task performance. Negative correlations were found between 
theta frequency coherence and the DELE. Because theta activity has been associated with epi-
sodic and working memory performance, these findings suggest that less proficient learners might 
utilize memory-based strategies more often to compensate for their lack of familiarity with the L2.

KEYWORDS: Second language acquisition, language proficiency, quantitative EEG, psycholinguistics, 
resting-state studies 

INTRODUCTION
Understanding what characteristics underlie 
successful learning is not only pedagogical-
ly important but also intriguing from a cogni-
tive standpoint. In the study of linguistics, this 
question has frequently been examined in re-

gard to second language (L2) acquisition (for 
a review, see [2]). Researchers have used a 
variety of approaches to investigate which cog-
nitive abilities are correlated with higher L2 pro-
ficiency. Going beyond behavioral measures 
for psycholinguistic and cognitive constructs 
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[2], neuroimaging techniques such as electro-
encephalography (EEG) allow us to directly 
quantify and connect brain activity to the pro-
cesses involved in language processing [3].  
 This study addresses the question of 
whether EEG can explain variance on out-
comes of L2 proficiency. We first review the 
literature on qEEG and its use as a neurocog-
nitive measure in L2 studies, focusing on the 
studies that examine resting-state qEEG as a 
potential factor in language learning ability and 
language proficiency. Then, in a conceptual 
replication and extension of [1], we describe 
the results of our study in which EEG measures 
of resting-state brain rhythms were explored 
for relationships with behavioral measures of 
L2 proficiency. The potential neurocognitive 
and pedagogical implications of these findings 
are expounded on in the discussion section.
 Through our conceptual replication of 
[1], which focused on measures of L2 learning, 
we aimed to examine whether prior research on 
resting-state qEEG and L2 learning rate would 
extend to the construct of L2 proficiency, that 
is, whether a learner’s intrinsic pattern of brain 
rhythms is associated with their L2 abilities.

Background on qEEG
EEG is an electrophysiological technique that 
utilizes electrodes placed on the scalp to mea-
sure changes in voltage between electrodes 
[4, 5]. These transient shifts in electric po-
tential are caused by the electrical activity of 
neurons. Due to their proximity to the scalp, 
pyramidal neurons, which project information 
to neurons in local regions, produce most of 
the postsynaptic potentials recorded by EEG 
[5]. Although EEG data cannot attribute the 
electrical activity to specific brain regions, 
its temporal resolution allows researchers to 
track changes in brain activity to the millisec-
ond. Thus, since the 1960s, EEG has been 
a widely used tool in cognitive studies [6]. 
 There are various methods that can be 
used to analyze EEG data. The analysis of raw 
EEG, or qEEG, data yields useful information 

via neural oscillations, that is, rhythmic or re-
petitive patterns of neural activity. In contrast 
to more common methods that analyze voltage 
amplitudes within given time windows tied to 
a stimulus, such as event related potentials, 
qEEG has the advantage of providing infor-
mation about neural activity occurring before 
and after the onset of a stimulus, or even in 
the absence of any particular stimulus. In pri-
or literature, qEEG has been used in dispa-
rate domains, such as serving as evidence of 
mental dysfunction in criminal cases [7], pro-
viding neurofeedback for therapy patients with 
ADHD [8], and predicting learners’ aptitude for 
learning computer programming languages [9].
 Neural oscillations can be quantified 
through three measures: synchrony, amplitude, 
and coherence. The first measure, synchro-
ny, describes whether neural oscillations are 
increasing or diminishing during a cognitive 
process [6]. By measuring the phase synchro-
nization and desynchronization of the neural 
oscillations in this way, researchers can map 
larger interactions among the brain’s networks 
and demonstrate patterns of activation. This 
may provide insight into a possible solution to 
the binding problem, which asks how the brain 
integrates separate streams of information into 
one cohesive mental representation [5]. The 
second measure, amplitude, describes local 
changes in synchrony. Amplitude within a cer-
tain frequency band is also often referred to 
as power. Though an increase in power does 
not always reflect the presence of oscillations, 
sustained power increases within a narrow 
frequency range is usually a good indicator 
that oscillations are likely present at that fre-
quency [6]. The third measure, coherence, 
describes the similarity in waveform proper-
ties and the stability of phase differences be-
tween two oscillations across brain regions 
[6]. Though these three measures do not en-
compass all possible properties of oscillations, 
they can describe how oscillations represent 
activation and suppression of different neu-
ral networks, how wave amplitude is related 
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to increased general activation, and how os-
cillations communicate over long distances. 
 Though their specific ranges vary be-
tween studies, there are five primary frequency 
bands that neural oscillations can be divided into 
[5, 6, 10]: delta (1-2 Hz), theta (3-7 Hz), alpha 
(8-12 Hz), beta (13-30 Hz), and gamma (30-200 
Hz). These bands have been implicated in a va-
riety of cognitive processes. For instance, prior 
research has suggested a relationship between 
oscillation frequency and the range of neural 
network interactions: the lower frequencies, 
alpha and below, represent local interactions, 
whereas higher frequencies represent interac-
tions between more distant brain regions [10].  
 In regard to the more general applica-
tions of qEEG, all of the frequency bands have 
been shown to play a role in memory. For in-
stance, the delta band, which is the predomi-
nant frequency found in slow wave sleep, has 
been associated with memory consolidation [5]. 
In particular, delta oscillations facilitate the for-
mation of declarative memory, the memory of 
one's experiences and explicit knowledge. Sim-
ilarly, theta oscillations have been implicated in 
both working memory and long-term memory 
retrieval [5, 11]. Theta oscillations have primar-
ily been observed in the cortex, further echoing 
these memory functions [10, 11]. Alpha oscilla-
tions, which are the most prominent in the adult 
brain, are related to attention paid to external 
stimuli [5, 6]. More importantly, alpha plays a 
role in blocking irrelevant information in work-
ing memory. Additionally, alpha desynchro-
nization and reductions in alpha power result 
in more successful information encoding [10]. 
Recent studies have shown that the beta band, 
which is mostly generated in the fronto-central 
region of the brain, also plays a role in regulat-
ing information stored in working memory [12]. 
The gamma band, which has been observed 
in the cortex [5], has been associated with 
short- and long-term memory maintenance 
[6]. Additionally, increases in gamma activity 
is anti-correlated with beta activity levels [12].
 Additionally, the bands have been shown 

to play significant roles in stimulus-based lan-
guage tasks. For instance, increased power in 
the theta band, which occurs during grammat-
ical violations and sentence contexts that are 
difficult to interpret, reflects its involvement in 
lexical-semantic memory retrieval. Similarly, the 
alpha band helps organize information stored 
in short-term memory during sentence compre-
hension [10]. Regarding the higher frequency 
bands, gamma and beta have been associated 
with unifying related word meanings and similar 
grammatical forms, respectively. More specifi-
cally, the gamma band has been attributed to 
semantic unification [6, 10], which is supported 
by the observed decreases in gamma power 
in response to phrases with unclear meanings 
and idiomatic expressions [10]. Conversely, the 
beta band is involved in syntactic unification 
[5, 6, 10]. Beta oscillations sentence to lower 
processing regions [10]. By reflecting both do-
main-general and stimulus-specific cognitive 
functions, qEEG has proven to be a useful neu-
rocognitive measure in psycholinguistic studies.

The Use of qEEG in L2 Studies
Several L2 studies have tested the relationship 
between qEEG measures and L2 constructs. 
These studies have generally addressed two 
issues: L2 proficiency [13-16], which describes 
a learner’s language abilities at a given point 
in time, and L2 grammatical learning [17-19], 
which describes how learners better under-
stand the rules of a language with increasing 
proficiency. Regarding L2 proficiency studies, 
results have shown that highly proficient L2 
learners differ in qEEG measures from less 
proficient L2 learners [14-16]. When compar-
ing differently proficient participant groups, 
significant differences are found in the timing 
and location of oscillatory activity, especially 
regarding lateralization of the location of the 
oscillations between the right and left hemi-
sphere. Though the delta band is not frequently 
analyzed in these studies, one study found no 
significant group differences [13]. For gram-
matical learning studies, in both natural and ar-
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tificial grammar learning tasks, higher relative 
power and coherence in the higher frequency 
bands ( >8 Hz) were associated with higher 
proficiency and increased in prevalence over 
time, whereas higher relative power and co-
herence in the lower frequency bands were as-
sociated with lower proficiency and decreased 
over time [16, 17, 19]. Gauging learning by 
assessing oscillatory responses to grammat-
ical violations, other research has also found 
that the higher frequency bands were elicited 
in both semantic and syntactic conditions [17].
 A relatively new approach in L2 stud-
ies is to examine whether resting-state qEEG 
measures (i.e., that are taken when the brain 
is “idling” in the absence of any explicit task, as 
opposed to stimulus-related qEEG measures) 
are associated with the rate at which an individ-
ual acquires second language abilities, or L2 
learning, and proficiency. As of now, very few 
studies have tested the correlation between 
neural activity occurring in the absence of a 
stimulus, or resting-state qEEG, and L2 learn-
ing rates [1, 20]. In these studies, native-En-
glish speakers learned a second language over 
the span of a few months. Prior to this learning 
period, resting-state EEG was performed, and 
various behavioral measures were collected 
as additional outcome measures. In the first of 
these studies, [20] found that, when entered 
as predictors into a regression model, rest-
ing-state qEEG measures explained up to 60% 
of the variance observed in L2 learning rates, 
meaning that learning rate accounted for more 
than half of the variability in the data. Though 
the most predictive frequency range was found 
to be the low-beta range (13-14.5 Hz), power in 
the beta and gamma frequency bands record-
ed primarily over right hemisphere electrode 
regions were found to be the strongest predic-
tors of L2 learning ability in general. The au-
thors also found that alpha power over frontal 
and temporal electrodes and low-beta power 
over temporal regions were indicative of better 
language learning ability. As with other studies, 
greater activation in left hemisphere electrode 

sites was associated with lower L2 proficiency.
 In a later study conducted by [1] with a 
higher sample size, the authors tested whether 
resting-state qEEG measures were significant 
predictors of different L2 learning measures. 
Similar to their earlier study, the results impli-
cated the qEEG activity in the right hemisphere 
with greater L2 learning ability. Simultaneous 
regression analyses were run on three out-
come variables: L2 learning rate, total speech 
attempts, and performance on a declarative 
memory posttest. Mean right posterior beta 
power was found to be a significant predictor 
of L2 learning rate and total speech attempts. 
Frontotemporal to posterior coherence in the 
right hemisphere was found to be a signifi-
cant predictor of performance on the declar-
ative memory posttest, whereas mean within 
left posterior coherence across all frequencies 
was a significant predictor of total speech at-
tempts. Altogether, these results indicate that 
mean beta power over posterior electrode 
regions plays a significant role in L2 ability.
 In all, due to their potential advantag-
es over stimulus-locked measures, qEEG 
measures have been increasingly used in L2 
studies. Though some frequency bands have 
been more frequently studied than others, all 
five of the classic bands have been implicat-
ed in various language functions in some way. 
Across various research designs, qEEG has 
been used to illustrate large-scale patterns of 
brain activation during language processing. 
However, relatively little research has explored 
the potential of resting-state paradigms for 
qEEG in L2 psycholinguistics. For example, al-
though [1, 20] have examined whether qEEG 
can predict individual differences in L2 learning 
rate, speech attempts during learning, and L2 
declarative knowledge, no study has yet exam-
ined whether or how resting-state qEEG mea-
sures may be predictive of L2 proficiency, which 
is the desired final outcome of L2 learning.

Purpose of Research
The goal of this study is to investigate the 
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potential association between resting-state 
qEEG and L2 proficiency. The current study ex-
pands on the research design of previous rest-
ing-state L2 studies. At present, resting-state 
qEEG studies have involved extensive training 
sessions with participants in the initial stag-
es of L2 learning. However, the participant 
population utilized in this study comprised L2 
learners at a low-intermediate stage who were 
recruited from third- and fourth-semester uni-
versity-level Spanish courses. In connecting 
the qEEG measures with observed variabili-
ty in language proficiency, we reasoned that 
second-year Spanish learners with the qEEG 
profiles most conducive to effective processing 
(e.g., through memory functions and other re-
lated cognitive processes) would have gained 
the most Spanish proficiency from their class-
es. Additionally, this study has the advantage 
of analyzing a greater number of electrodes 
than prior research [1, 20], providing higher 
spatial resolution for measuring electrical ac-
tivity on the scalp. As with prior resting-state 
studies, a variety of qEEG measures were ana-
lyzed, including spectral power and coherence. 
Considering the issues above, this study spe-
cifically investigated two research questions:

Research Question 1:  Is mean spectral power 
calculated from resting-state qEEG data asso-
ciated with L2 proficiency, as assessed by two 
Spanish proficiency tasks?

Research Question 2:  Is mean within- and 
between-network coherence calculated from 
resting-state qEEG data associated with L2 
proficiency, as assessed by two Spanish profi-
ciency tasks?

Following the results of [1], we predicted that 
the qEEG measures that were most likely to 
show a relationship with the two L2 proficiency 
tasks were mean beta power and frontotempo-
ral-to-posterior coherence. In spite of these ten-
tative predictions, we sought to replicate [1]’s 
methods as closely as possible in reproducing 

their two-step exploratory analysis strategy 
(i.e., pairwise correlations followed by multiple 
regression using significant correlates as pre-
dictors) on all frequency bands. As we intended 
our analysis itself to be strictly exploratory rath-
er than confirmatory, we included all frequency 
bands in the analysis. In order to assess L2 pro-
ficiency, we decided to administer two assess-
ments, one that reflects specific grammatical 
knowledge acquired through the learners’ class 
(the grammaticality judgment task), and one 
that is a more general and widely measure in the 
L2 literature (Diplomas de Español como Len-
gua Extranjera), see Methods. Given that prior 
research [21] has found a distinction between 
automatic and controlled language processing, 
using both a timed and untimed L2 proficiency 
measure would allow us to examine the appli-
cation of L2 knowledge in two distinct ways.
 
METHODS
Participants
Forty-nine participants (29 female; 20 male; 
mean age = 21.54; age SD = 4.14; range = 18-
38) were initially recruited for participation in a 
two-part EEG study in which they were tested 
in English and in Spanish in separate testing 
sessions. Participants were recruited at a large, 
public urban university in Chicago from third- 
and fourth-semester Spanish language cours-
es, which centered on developing communica-
tive abilities and aimed to help students obtain 
low-intermediate proficiency by the end of the 
fourth-semester course. Thirteen of these par-
ticipants were recruited from the third-semes-
ter Spanish course, while twenty-two of these 
participants were recruited from the fourth-se-
mester Spanish course; thirteen participants 
did not report their course level. The recruit-
ment process involved advertising to these 
language courses, after which participants 
self-selected whether to participate. Regarding 
the racial distribution of the participant popula-
tion, nineteen participants identified as White/
Caucasian, fourteen participants identified as 
Asian, six participants identified as Black/Af-
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rican-American, four participants identified as 
multiracial, and six participants’ races were un-
reported. All the participants reported having 
English as a native language (even if they were 
simultaneous bilinguals with early exposure to 
other languages) and having no Spanish ex-
posure growing up. Additionally, per our EEG 
criteria, all participants were right-handed as 
assessed by the abridged version of the Edin-
burgh Handedness Inventory [22], with normal 
or normal-to-corrected vision. This was done to 
ensure that our results were not confounded by 
uncorrected vision or differing brain activity in 
those who are left-handed. None of the partici-
pants reported having psychiatric, neurological, 
or learning disorders. All participants gave in-
formed consent according to the standards of 
the University of Illinois at Chicago institutional 
review board and were financially compensat-
ed for their participation based on the number 
of hours spent participating in the study, re-
ceiving $5 for every hour spent on completing 
the proficiency measures, $15 for every hour 
spent during the EEG recording process, and 
a $45 bonus for completing both sessions. 
 Participants were only included in the 
analysis if they completed the resting state 
EEG recording along with at least one of our 
Spanish proficiency measures. The final num-
ber of participants included in the current anal-
ysis is 47, with 44 of these participants having 

completed both Spanish proficiency measures 
(see Table I below). A similar EEG recording 
procedure was performed for an L1 English 
reading task (not reported here). The partici-
pant data included in this study was collected 
over the span of two years, from 2018 to 2020.

Grammaticality Judgment Task
Participants read various Spanish sentences 
and were asked to determine whether they fol-
lowed Spanish grammatical rules. The gram-
maticality judgment task consisted of three 
experimental conditions: phrase structure, sub-
ject-verb agreement, and noun-phrase viola-
tions (see Table II for examples). The phrase 
structure condition, wherein word order viola-
tions were introduced into a sentence by pre-
senting a noun instead of a verb or vice-versa, 
consisted of 60 correct and 60 violation sen-

Table I. Participant Language Characteristics
M (SD) [Range]

Number of native lan-
guages

1.29 (0.45) [1-2]

Number of L2s 1.44 (0.53) [1-3]
Age of acquisition 
Spanish (years)

14.53 (4.88) [0-29]

Self-rated Spanish 
listening proficiencya

4.88 (2.01) [1-9]

Self-rated Spanish 
reading proficiency

5.42 (1.72) [1-8]

Note: aSelf-rated proficiency on 0 (‘none) to 10 
(‘perfect) scale.

Table II. Examples of stimulus sentences
Item Type Example
Phrase Structure Ella tiene mucho 

dinero/*gastar que 
gastar/dinero en 
ropa.
[She has a lot of 
money/*spend to 
spend/money on 
clothes.]

Subject-Verb La mujer dibuja/*-
dibujan en su ha-
bitación.
[The lady 
draws/*draw in her 
bedroom.]

Noun Phrase El hombre prepara 
estas papas/ *papa 
para su esposa.
[The man prepares 
these pota-toes/*po-
tato for his wife.]

Note: * = violation word. Italics indicate the 
critical correct/violation word in each sen-
tence.
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tence frames, totaling 120 sentences over-
all. The subject-verb agreement condition, for 
which the verb ending did not agree with the 
plurality of the subject, consisted of 60 correct 
sentences with a singular subject, 60 correct 
sentences with a plural subject, and 120 vio-
lation sentences, totaling 240 sentences. The 
noun-phrase condition, for which either the 
singular/plural status or the grammatical gen-
der of an article (e.g., los, “the [MASC. PLU-
RAL]”; esta, “this [FEM. SINGULAR]”) did not 
match the noun, consisted of 124 number vi-
olation frames, 124 gender violation frames, 
and 248 correct sentence frames, for a total of 
496 sentences. In total, 856 sentences were 
used across all three conditions. The sen-
tences ranged from 5 to 12 words in length. 
None of the sentences contained violations 
in initial or final sentence positions, so as to 
avoid sentence “start-up” and “wrap-up” ef-
fects in the EEG [23-24], and none of the crit-
ical words were repeated between frames. To 
ensure that the participants would be familiar 
with the vocabulary contained in the sentence 
frames, all the words for this task were taken 
from a Spanish textbook used at the universi-
ty at the time that data collection began [25]. 
 Sentences were presented one word at 
a time on the computer screen (see Figure 1) 
using E-Prime 2.0 software. Instructions for the 
task were read orally to the participants by the 
experimenter. Preceding each sentence, there 
was a screen that read, “Rest your eyes.” After 
three seconds, the sentence was then visually 
presented one word at a time. Each word was 
displayed in the center of the screen for 350 ms, 
with a 150 ms interval of blank screen before the 
onset of the subsequent word. Once the entire 
sentence was presented, a screen followed that 
said, “Good/Bad?” In response to this prompt, 
participants pressed a keyboard button to cat-
egorize the sentence as either grammatical or 
ungrammatical. Participants first completed a 
short practice block containing 8 sentences. 
The stimuli sentences were then presented 
over 4 experimental blocks. There were three 

3-minute breaks during the experiment, one at 
the end of each block. Another EEG recording 
was performed over the duration of this task 
but was not analyzed in the current study. Par-
ticipants’ responses were used to calculate a 
d-prime (dʹ) score, which is a metric for signal 
detection that accounts for response bias by 
comparing how often a participant correctly 
identifies a signal to their false-alarm rate [26].

Figure 1: Diagram of a typical trial in the gram-
maticality judgment task.

Diplomas de Español como Lengua Ex-
tranjera (Diploma of Spanish as a Foreign 
Language):
A modified version of the Diplomas de Español 
como Lengua Extranjera (DELE, [27]) was used 
to assess Spanish proficiency. The three-part 
test was completed on a computer in the lab-
oratory through a Qualtrics survey form. Par-
ticipants were asked to read through the DELE 
questions and answer them at their own pace. 
In the first section, participants were required to 
read through a passage in Spanish and answer 
20 fill-in-the-blank questions. Each question had 
3 possible answer choices. In the second sec-
tion, participants were given 10 sentences and 
asked to choose the answer choice that best 
defines the bolded word in the sentence. Each 
sentence also had 3 possible answer choices. 
The third section consisted of 19 grammatical 
questions . Participants were asked to select 
the answer choice that fit best in the context of 
each of the sentences. Eight of these questions 
had 2 possible answer choices, and the remain-
ing questions had 4 possible answer choices. 
In total, participants answered 49 questions. 



Columbia Undergraduate Science Journal Vol. 15, 2021 Ogunniyi et. al.

46

Procedures
Prior to testing, all participants completed 
pre-testing questionnaires that verified their el-
igibility and provided more detailed information 
about their language history. This included a 
language background questionnaire, a test-ses-
sion questionnaire, and a handedness question-
naire. The language background questionnaire 
assessed each participant’s demographic back-
ground and language history and experience 
(LEAP-Q, [28]). The test-session questionnaire 
assessed how much sleep a participant had 
and whether they had taken any psychoactive 
substances that may affect their ability to per-
form the task. The handedness questionnaire 
was used to gauge left-/right-handedness by 
assessing hand preference during various ac-
tivities, following the standard Edinburgh Hand-
edness Inventory [22]. The items were read 
to participants, who provided their answers 
verbally to the experimenter. Answers were 
recorded in computer-based survey forms. 
 In replicating [1]’s procedure, we collect-
ed five minutes of eyes-closed resting-state EEG 
following completion of the pre-testing surveys. 
Participants sat in a chair inside of a sound-at-
tenuating booth. After fitting the participants for 
an EEG cap and placing eye electrodes, an 
electrolyte solution was applied to the scalp 
electrodes to minimize electrical impedances. 
Participants were then instructed to close their 
eyes and remain still and awake during the re-
cording. While recording, the lights were turned 
off and the door of the sound booth was closed. 
 The EEG data was recorded using 
asa™ software with an ANT Neuro wave-
guard™ elastic cap with 32 Ag/AgCl electrodes 
distributed in standard and extended 10-20 
system locations. Scalp impedances were low-
ered to 10 kΩ or below. Scalp electrodes were 
referenced to the common average of all the 
electrodes. To detect artifacts caused by eye 
movements, electrodes were placed above 
and below the right eye and on the left and 
right outer canthi to record a vertical electrooc-
ulogram and a horizontal electrooculogram, 

respectively. Using an ANT Neuro bioamplifier 
system (AMP-TRF40AB Refa-8 amplifier), the 
EEG signal was amplified to 22 bits. The signal 
was also recorded in DC mode, digitized with 
a 512 Hz sampling rate, and filtered online us-
ing a low-pass filter with a cutoff of 138.24 Hz. 
 Following the resting-state EEG ses-
sion, the grammaticality judgment task was im-
plemented in the sound booth (see above), and 
after disassembly of EEG equipment and a short 
break the DELE task was performed on a com-
puter outside of the sound booth (see above). 

Analyses
The qEEG data was pre-processed using the 
EE-GLab toolbox [29] for MATLAB [30]. To 
ensure that the resting-state recording was 
exactly five minutes, each recording was lim-
ited to 300 seconds. Seven participants had 
recordings that were slightly less than 300 
seconds (minimum = 283 seconds) but were 
still included in the analysis. Each participant’s 
recording was divided into epochs of two-sec-
ond duration, with 50% overlap across epochs. 
These epochs were then cleaned for artifacts 
(e.g., from muscle movements, eyeblinks, 
faulty electrodes, etc.) using the pop_autorej() 
function from EEGLab. Participant datasets 
with less than 75 seconds of epoch-free re-
cording were omitted from the final analysis, 
which resulted in the loss of 6 participants 
(12% of the data). The mean number of sam-
ples per participant was 144.44 (S.D. = 39.73).
 The pre-processed data were subse-
quently analyzed using a modified version of 
the script used in the Prat et al. study [1] (avail-
able at: https://github.com/UWCCDL/QEEG) 
for the R scripting language [31]. Six electrode 
networks were defined (Figure 2): medial fron-
tal (electrodes FP1, FPz, FP2, and Fz), left 
hemisphere fronto-temporal (electrodes F7, 
FC5, T7, C3), right hemisphere frontotemporal 
(F8, FC6, T8), left hemisphere posterior (CP5, 
CP1, P7, P3, O1), right hemisphere posterior 
(Cz, CP6, CP2, C4, P4, Pz), and right hemi-
sphere posterior occipital (Oz, O2, POz, P8). 
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In defining the electrode clusters, we aimed 
to replicate Prat et al. (2019), in which qEEG 
channels were collapsed into networks based 
on phase synchrony results from an earlier L2 
qEEG study. Prat et al. 2019’s network defini-
tions are technically slightly different from ours 
in that they used 14 electrodes rather than a 
32-electrode cap, but our network definitions 
were aligned as closely with theirs as possible 
based on visual inspection of scalp maps (and 
in fact having a higher spatial resolution is a 
point in our favor in a sense). As data-driven 
results in favor of our network definitions (which 
we left out due to space limits), we replicated 
[1] (2019, Table I) in that independent samples t 
tests found that all within-network qEEG coher-
ence values in our networks were significantly 
greater than all between-network coherence 
values, with all independent samples t-tests at p 
< .001. We then extracted the qEEG measures 
of interest, which were power and within- and 
between-network coherence for each of the fre-
quency bands: theta (4-7.5 Hz), alpha (8-12.5 
Hz), beta (13-29.5 Hz), and gamma (30-40 Hz).
 

Figure 2:  Diagram of the six network regions 
analyzed

Finally, to address the research questions, we 
first conducted correlations between mean 
power and performance on the grammaticality 
judgment task and the DELE, followed by cor-
relations between mean coherence and perfor-
mance on the grammaticality judgment task and 
the DELE. Here we report statistically significant 

correlations. These exploratory correlations 
were not corrected for multiple comparisons 
following the main analyses reported by [1]. For 
power and coherence measures that showed 
statistically significant correlations for either pro-
ficiency variable, we then entered them as pre-
dictors into two, separate regression analyses.

RESULTS
Individual Differences in Indicators of L2 
Proficiency
Before examining the qEEG measures, de-
scriptive statistics were examined for the two 
outcome measures of Spanish proficiency (see 
Figures 3 and 4 and Table III). With respect 
to the DELE, the group mean was 19 out of 
49, which illustrates that the participants were 
overall low proficiency speakers [27]. The most 
proficient participant scored twice as much as 
the least proficient participant. With respect to 
the grammaticality judgment task, participants 
were given two scores: mean accuracy and dʹ. 
The average accuracy on the grammaticality 
judgment task was 76%. The average dʹ was 
0.91. A bootstrapped simulation of chance-lev-
el dʹ values on 244 trials with 10,000 iterations 
performed using the psycho package for R 
[32] found a 95% confidence interval of -0.26 
to 0.26. This suggests that our participants’ dʹ 
values were above chance at α = 0.05. DELE 
scores did seem to be above chance, as indi-
cated by a mean accuracy of 39.5%. Consid-
ering that most of the DELE test items had 2, 
3, or 4 answer choices, a minimum accuracy 
of 25% would at least reflect chance levels on 
the items with the most answer choices. DELE 
scores and grammaticality judgment task dʹ 
scores were not significantly correlated with 
one another, r(44) = 0.27, p = 0.069. As per 
[21], our results suggest that the grammati-
cality judgment task and DELE might capture 
somewhat different facets of L2 proficiency.
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Table III. Performance on the two proficiency 
tasks
Performance measure M (SD) [Range]
DELE score 19.3 (3.15)

[0.13-0.26]
Grammaticality judgment 
task dʹ score

0.91 (0.74)
[-0.27-2.88]

Grammaticality judgment 
task accuracy

0.76 (0.10) 
[0.51-0.98]

Figure 3: Participant performance on the 
grammaticality judgment task. The maximum 
possible dʹscore on the grammaticality judgment 
task was effectively 4.9.

Figure 4: Participant performance on the 
Spanish proficiency test (DELE). The maxi-
mum possible score on the DELE was 49.

Relating Individual Differences in 
Resting-state qEEG Power to L2 Proficien-
cy Variables
In order to determine the relationship between 
resting-state qEEG power and performance 
on the two proficiency tests, we performed 
correlation analyses between either the gram-
maticality judgment task or DELE scores (in 
separate analyses) and mean power across 
six electrode networks. The frequency bands 
of interest were theta (3-7 Hz), alpha (8-12 
Hz), beta (13-30 Hz), and gamma (30-200 Hz). 
After conducting these analyses, none of the 
correlations were found to be significant. How-
ever, two positive correlations were approach-
ing significance: medial frontal alpha power 
and DELE scores, r(47) = 0.28, p = .052; and 
left hemisphere frontotemporal alpha pow-
er and DELE scores, r(47) = 0.27, p = 0.057.

Relating Individual Differences in 
Resting-state qEEG Coherence to L2 Profi-
ciency Variables 
In order to determine the relationship between 
resting-state qEEG coherence and performance 
on the two proficiency tests, we performed cor-
relation analyses between the L2 proficiency 
variables and mean within- and between-co-
herence across six electrode networks. The 
frequency bands of interest were theta, alpha, 
beta, and gamma. For the between-coherence 
values, each of the networks were paired to-
gether and coherence across the four frequency 
bands was calculated for every pair. Regarding 
the DELE, two significant negative correlations 
were found: theta coherence within the right 
hemisphere posterior occipital network, r(47) = 
-0.31, p = 0.028; theta coherence between the 
me-dial frontal and right hemisphere posterior 
occipital networks, r(47) = -0.35, p = 0.012. Re-
garding the grammaticality judgment task, there 
were no signif-icant correlations (all p > 0.05). 

Simultaneous Linear Regression Analyses
When the two predictors of performance on the 
DELE (theta coherence within the right hemi-
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sphere posterior occipital network and theta 
coherence between medial frontal and right 
hemisphere posterior occipital) were entered 
into a simultaneous regression analysis, the 
overall model was found to be statistically sig-
nificant, F(2, 46) = 3.97, p = 0.026, explaining 
up to 11% of the observed variance. However, 
neither theta coherence within the right hemi-
sphere posterior occipital network (β = -13.91, 
t = -1.07, p = 0.290) nor theta coherence be-
tween medial frontal and right hemisphere 
posterior occipital (β = -41.78, t = -1.61, p = 
0.114) were found to independently predict per-
formance on the DELE (see Figures 5 and 6). 

Figure 5: Regression line between the DELE and 
theta coherence within right hemisphere posterior 
occipital networks.

Figure 6: Regression line between the DELE 
and theta coherence between the medial frontal 
and right hemisphere posterior occipital networks.

DISCUSSION
Our results suggest that certain resting-state 
qEEG measures, particularly over the theta fre-
quency band, are associated with L2 proficien-
cy. Regarding the first research question, none 
of the correlations run between resting-state 
mean power and L2 proficiency reached signif-
icance. However, the two correlations that did 
approach significance were related to alpha 
power: the positive correlation between medi-
al alpha power and the DELE, and the positive 
correlation between left hemisphere frontotem-
poral alpha power and the DELE. Regarding 
the second research question, two significant 
negative correlations were found between rest-
ing-state within- and between-network coher-
ence and the DELE, one within right hemisphere 
posterior networks and another between medi-
al frontal and right hemisphere posterior net-
works. Both significant correlations were found 
over the theta frequency band. After performing 
regressions on the significant qEEG predictors 
for DELE performance, the model was found to 
explain up to 11% of the variance. None of the 
variance in grammaticality judgment task per-
formance was explained by qEEG measures. 
 In relating our results with those of previ-
ous studies, the correlations found between the 
theta frequency band and L2 proficiency were 
anticipated, although the direction of the rela-
tionship varied by study. In [1], theta coherence 
within frontal electrode regions was positively 
correlated with several outcome measures of 
L2 learning. In [16], highly proficient speakers 
experienced increased theta synchronization 
in right frontal regions during a grammar learn-
ing task. However, in the L2 proficiency study 
conducted by [13], lower theta coherence in 
frontal and occipital electrodes was observed 
among highly proficient speakers. In our study, 
the relationship between theta coherence mea-
sures and L2 proficiency was also negative. 
Why do we see these contradictory patterns 
among studies? This may be explained by 
the differences in language learning and lan-
guage proficiency. For instance, the participant 
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population used for language learning studies 
consists of speakers who were just beginning 
to learn an L2, whereas proficiency studies 
involve participants who have already had 
experience learning the additional language.
 We understand activity in the theta fre-
quency band to reflect several memory func-
tions, including specifically short- and long-term 
memory maintenance and memory retrieval [5, 
10, 33, 34]. Additionally, the theta frequency is 
believed to originate from the cortex [5], which 
plays a role in the formation of new memories. 
Generally, studies have found positive rela-
tionships between theta activity and learning 
rate in earlier stages of learning, negative re-
lationships between theta and L2 ability in lat-
er stages [1, 16, 19]. The negative relationship 
found in this study may signify that more pro-
ficient participants are good at applying and 
retrieving grammar rules and no longer need 
to rely on working memory, which would result 
in a decreased prevalence of theta oscillations. 
Altogether, as suggested by [16], the negative 
correlations found between theta coherence 
and DELE performance suggest that less pro-
ficient L2 speakers have a greater reliance 
on memory-based strategies to compensate 
for their lack of familiarity with the language. 
 Even though the alpha frequency band 
was not significant, it was approaching signif-
icance, which reflects the inverse theta-alpha 
relationship expressed in the literature [5]. 
Increases in the alpha frequency have been 
associated with diminished attention paid to 
a linguistic task [10]. Interpreting the negative 
correlation between theta and proficiency to be 
the consequence of decreased working memo-
ry load, a positive correlation with alpha would 
suggest that more proficient participants were 
able to pay less attention to the task and still 
be successful. This may signify that the more 
automatic a language task is to a participant, 
the more likely they are to be more proficient. 
 The results of this study need to be 
considered in light of its limitations. One lim-
itation was the proficiency measures that were 

employed. As mentioned in the results sec-
tion, our participants did not score statistically 
above chance on average on the DELE. Thus, 
it is somewhat surprising that significant results 
were found for the DELE and not for the gram-
maticality judgment task. Perhaps the more dif-
ficult DELE test, which had been developed to 
test up to near-native speaker status, allowed 
us to detect a role related to which learners are 
more successful on a more challenging task. 
Conversely, the grammaticality judgment task 
was designed to reflect specific grammatical 
structures taught in intermediate-level Spanish 
courses, so we would expect participants to 
perform more successfully on this task overall, 
which they did, as evidenced by above-chance 
performance. More generally, because the 
DELE and grammaticality judgment task both 
reflect performance accuracy on grammatical 
tasks, it is important to note that they are not 
holistic measures. As a multidimensional con-
struct, language proficiency encompasses all 
the skills necessary to engage with the lan-
guage in a real-life context [2]. Thus, it would 
be beneficial for future research to include 
more time-pressured proficiency measures in 
future research, such as an oral elicited imita-
tion (EIT) task. Unlike the DELE and grammat-
icality judgment task, which are both primarily 
prescriptive grammar tasks, the EIT can assess 
more implicit language knowledge by asking 
participants to listen to sentences and repeat 
them [35, 36]. This testing method has been 
found to engage long-term memory and require 
a higher level of language comprehension. 
 It is also worth noting that, while we 
found significant correlations with theta coher-
ence, the majority of the qEEG measures were 
not associated with L2 proficiency. Though we 
interpreted theta to reflect the engagement of 
working memory, one difficulty in interpreting 
the results of this study, is in interpreting what 
cognitive processes may be reflected by the 
different frequency bands. Although previous 
research does suggest associations between 
activity in the frequency bands and different 
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cognitive processes, future research will need 
to strengthen the validity of these claims re-
garding theta. In regard to the lack of a rela-
tionship between L2 proficiency and the other 
frequency bands, null results can be difficult to 
explain, but the results could be at least par-
tially due to our processing procedures where 
a certain amount of the data was not included. 
For future analyses, we plan on implement-
ing independent component analyses per-
formed to correct for eye and muscle artifacts 
in EEG data (using ICLabel; [37]), which is 
expected to lead to lead to cleaner data, high-
er sample sizes, and improved model fits for 
both DELE and grammaticality judgment task. 
 We note three further limitations in our 
study that should be addressed in future re-
search. First, future research might want to 
analyze data from a particular semester rather 
than data spanning participants from two Span-
ish course levels, or the course level could be 
included as a covariate in analyses. Second, 
regarding the analysis, a more precise way 
to define the frequency ranges of the specific 
frequency bands is to use individual alpha fre-
quency (IAF) peaks. For each person, the IAF 
peaks at a different number, which affects the 
ranges of the other frequency bands [38]. Fi-
nally, given the highly exploratory nature of this 
study, we did not correct for multiple correlation 
analyses, and we entered regression predic-
tors based on significance from the correlation-
al analyses. Future research should conduct 
more conservative, confirmatory analyses on a 
dataset with higher statistical power to mitigate 
possible Type I errors. Indeed, post hoc analy-
ses for our dataset showed that the significant 
correlations reported above did not survive cor-
rection for Type I error inflation using the fam-
ily-wise discovery rate, which further suggests 
that a confirmatory study would need to be con-
ducted to validate any of the exploratory find-
ings reported in this study. Using this method in 
future research may further solidify the validity 
of our results or may lead to different findings. 

CONCLUSION
The purpose of the current study was to inves-
tigate whether mean qEEG power and coher-
ence are significant predictors of L2 proficiency. 
Based on our results, within- and between-net-
work coherence over the theta frequency band 
is closely related to Spanish L2 proficiency. 
Because the theta frequency has been asso-
ciated with memory retrieval and load, these 
results suggest that there is an inverse rela-
tionship between L2 proficiency and reliance 
on memory-based strategies for interpreting 
linguistic inputs. Additionally, increased the-
ta activity may be characteristic of individuals 
in earlier stages of language learning. More 
research is needed to further validate the sig-
nificance of theta in L2 proficiency, as well as 
to determine the importance of the other fre-
quency bands. Ultimately, this study adds to 
growing literature of resting-state L2 qEEG 
studies, echoing the implication of intrinsic pat-
terns of neural activity as sources of individual 
variation in linguistic ability. Over time, qEEG 
may help to reveal individual neurophysiolog-
ical variations among students within a class-
room, enabling educators to develop language 
learning strategies that will be most conducive 
to successful L2 outcomes for them. In other 
words, from the conclusions of this body of re-
search, we might be able to identify particular 
cognitive processes that are associated with 
L2 learning and proficiency. With such infor-
mation, further research could then examine 
how to leverage these processes in instruction.
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The Effects of APOBEC3G’s Cytidine Deaminase 
Activity on Retroviral Evolution
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ABSTRACT: Apolipoprotein B editing complex (APOBEC3/A3) genes are found in mamma-
lian cells. In primates, there are 7 APOBEC3 genes, namely, 3A, 3B, 3C, 3DE, 3F, 3G, and 
3H. Previous research has shown that A3 proteins help to inhibit viral infection via their cyti-
dine deaminase activity. However, it has also been found that A3 proteins could lead to viral 
evolution, where retroviruses such as HIV (Human Immunodeficiency Virus), acquire beneficial 
mutations that enable them to overcome the antiviral activity of A3 proteins, gain resistance to 
certain drugs used for treating viral infections and escape recognition by the immune system. 
This paper is a review article summarizing the role of A3G on viral infection and evolution, and 
the potential impact viral evolution could have in treatment of retroviral infections such as HIV.

KEYWORDS: APOBEC3G, cytidine deamination, retroviral evolution

INTRODUCTION
Apolipoprotein B- Editing Complex 3 (APO-
BEC3/A3) genes encode enzymes that prevent 
viral infection through their cytidine deaminase 
activity [1]. There are seven APOBEC3 genes 
found in humans, namely:  A3A, A3B, A3C, 
A3DE, A3F, A3G, and A3H. Most of these pro-
teins play a role in inhibiting viral infection, how-
ever, A3G, A3F, A3D, and A3H are best known 
for their antiviral role [2, 3]. A3 proteins can be 
found in human and mouse dendritic and my-
eloid cells, and they are usually expressed at 
different levels in hematopoietic cell popula-
tions, which include B cells, CD4+ and CD8+ 
T cells [1]. When a host cell is infected, inter-
ferons, and other chemokines and cytokines 
are released and stimulate the expression of 
A3 proteins in other cells which help to fight 

off the infection [1]. It has been found that A3 
proteins, specifically A3G, is the main antiviral 
protein in CD4+ T cells. Therefore, when a cell 
is infected, A3G levels increase, hence inhibit-
ing viral replication by introducing more G to A 
hypermutations in the virus [1]. These A3 pro-
teins are packaged into the virion, which lead 
to viral inhibition through their cytidine deam-
inase activity. The cytidine deaminase activity 
of A3 proteins refers to the conversion of cyto-
sine to uracil in single-stranded DNA (Fig. 1A). 
During the process of retrovirus infection, the 
virion enters the cell cytoplasm and uncoats its 
viral RNA (Fig. 1B). The viral enzyme reverse 
transcriptase then uses the RNA as a template 
for making DNA. However, during the process 
of reverse transcription, the A3 protein deami-
nates the cytidine residues of the (-) strand vi-

© 2021 Obikili. This is an open access article distributed under the terms of the Creative Commons Attribution License, 
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ral DNA to uracil residues, resulting in G-to-A 
mutations in the viral coding (+) strand DNA. 
In other words, because cytidine is converted 
to uracil, which reverse transcriptase reads 
as thymidine, guanosine is replaced with ade-
nine in the viral coding strand DNA. After the 
synthesis of a double stranded DNA molecule, 
the viral DNA goes into the host cell’s nucleus 
and becomes integrated in the chromosomes 
(Fig. 1B). The A3-induced mutations inhibit 
the synthesis of virus proteins and virions be-
cause they inactivate the virus, which prevents 
it from infecting and replicating in other cells.
 Although APOBEC3 proteins help inhibit 
viral infection through their cytidine deaminase 
activity, A3D, A3F, A3G, and A3H may also play 
a role in viral evolution, where viruses such as 
HIV gain beneficial mutations that enable them 
to overcome the antiviral activity of A3 proteins 
[5, 6]. This paper will highlight the role of A3 pro-
teins, specifically A3G, on retroviral evolution.

RETROVIRUS REPLICATION
Viruses are infectious pathogens that require 
a host cell for their growth and replication. Al-

Figure 1: The process of cytidine deamination. 
(A) The enzyme APOBEC3, which is a cytidine deaminase, deaminates cytidine to uridine in the sin-
gle-stranded retroviral DNA before its integration into the host cell 
(Source: National University of Singapore, Faculty of Science, Special Programme in Science and iGEM 
2018, Yuhui Deborah Fong (used with permission))
(B) The virus enters the cell. After uncoating of the RNA genome, the viral enzyme, reverse transcriptase 
makes a double-stranded DNA copy of the genome, which then enters the nucleus and integrates into 
the host chromosomes. During reverse transcription, A3 enzymes (red ball), which are packaged in the 
virion deaminates cytidine to uracil in the single-stranded viral DNA before its replication and integration 
into the chromosomes, resulting in G-to-A changes in the viral genome. The red DNA in the nucleus is the 
integrated viral DNA.

Figure 2: Retrovirus Life Cycle
This shows the process of retroviral integration and 
replication in the host cell. 
(Figure obtained and used with permission from 
OpenStax Microbiology textbook [7]) (Access 
at https://openstax.org/books/microbiology/pag-
es/1-introduction)

A B
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though they do not have the ability to grow on 
their own, once inside a cell they use its ma-
chinery to grow and multiply and have the po-
tential to cause diseases in the host organism. 
 Retroviruses are viruses that use their 
viral RNA-dependent enzyme, reverse tran-
scriptase, to synthesize viral DNA in a host cell 
which is then inserted into the chromosomal 
DNA (Fig. 1B). HIV is a lentivirus that infects 
CD4+ T cells, macrophages, and dendritic cells 
in humans [1]. The process of retrovirus infec-
tion is shown in Fig. 2. Once a retrovirus en-
counters a host cell, it binds to a cell surface 
receptor, hence enabling its fusion with the cell. 
After it fuses with the cell, it uncoats its RNA 
genome and enzymes, such as reverse tran-
scriptase (RT), which then synthesize a new 
copy of the viral DNA from the RNA template. 
Then the viral DNA enters the nucleus and the 
viral enzyme integrase, along with several host 
proteins, splices the viral DNA into the cell’s ge-
nome. Cellular RNA polymerase is then used 
to transcribe the viral DNA into mRNA which is 
then translated into viral protein. The new vi-
rions made are assembled at the host mem-
brane and bud off from the cell membrane.
 The final stage consists of the retrovirus 
protease enzyme cleaving the precursor proteins 
into mature viral proteins leading to the matura-
tion of the virus and the start of a new cycle [8].

RETROVIRAL EVOLUTION 
The cytidine deaminase activity of A3 proteins 
may also lead to retroviral evolution, where the 
virus gains beneficial mutations that help the 
virus to counteract A3 antiviral activity [5, 6]. 
A3G has been shown to preferentially deam-
inate CC motifs, resulting in AG motifs in the 
coding strand, whereas the other A3 proteins 
have been shown to preferentially deaminate 
TC motifs, resulting in AA motifs [5, 6]. Howev-
er, HIV-1 encodes a protein the viral infectivi-
ty factor (Vif), which leads to the degradation 
of A3 proteins in virus-producing cells [5]. Vif 
has two motifs that bind to A3 proteins: DRMR 

which binds to and degrades A3F and A3D, and 
the other motif, YRHHY, which binds to A3G, 
leading to its degradation [5]. Fig. 3 shows the 
structure of the Vif complex [5]. When Vif binds 
to A3, it prevents it from entering the budding 
virion by targeting it for degradation. It does this 
by binding to CBFB co-factor and Cullin 5 E3 – 
Ubiquitin Ligase (ELOB-ELOC-CUL5), via the 
sites diagrammed in Fig. 3B, which then targets 
the A3 protein for proteasomal degradation [5].
 

Figure 3: The structure of Vif
(A) Shows the two Vif motifs that bind to A3 pro-
teins. DRMR (red) binds to A3D and A3F, whereas 
YRHHY (blue) binds to A3G
(B) Shows the Vif complex. The blue and red corre-
spond to the Vif binding motifs in A where Vif binds 
to A3D, A3F and A3G, respectively. The yellow, 
cyan and pink colors represent the Vif protein, 
CBFB co-factor and CUL5 ligase respectively
(Fig. obtained from Sato K. et al. 2014, with per-
mission to reprint from PLOS pathogens). 

 Viral evolution can occur when there 
are defective (mutant) Vif proteins. The defec-
tive proteins do not cause complete A3 degra-
dation and therefore allow some A3 proteins 
to enter the virion, resulting in mutations in the 
viral genome. Since A3G prefers to deaminate 
TGGG – TAGG motifs, it often converts the 
codon encoding for the amino acid tryptophan 
(TGG) into a stop codon (TAG), which renders 
the virus defective and unable to synthesize 
its proteins. This prevents it from `assembling 
at the host cell’s membrane and infecting oth-
er cells. Sato et al. found that A3 proteins lead 
to mutations in the env region of the HIV-1 ge-
nome, which codes for the viral glycoprotein 
[5]. This protein is important for enabling the 
virus to bind to cellular receptors and fuse with 
the host cell’s membrane. Mutations caused by 
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A3 proteins inhibit the virus from synthesizing 
its glycoprotein, which in turn prevents it from 
infecting the cell. These defective viruses may 
later get degraded. Occasionally, the resulting 
G-to-A mutations may also be sub-lethal (de-
pending on the levels of A3G present in the cell, 
which may be due to genetic factors, such as 
different polymorphisms in A3G genes in hu-
mans [9], and the context of the TG motif), re-
sulting in missense mutations. In other words, 
lower levels of A3G expression, would result in 
more sub-lethal mutations, compared to higher 
levels of A3G expression, which would most-
ly result in lethal mutations. Moreover, other 
A3 proteins such as A3D and A3F, respective-
ly prefer deaminating the GA – AA and GAA 
– AAA motifs [5], resulting in sub-lethal mis-
sense mutations. These missense mutations 
may result in viral evolution and diversification. 
For example, the Sato study showed that A3 
mutations in env also changed the co-recep-
tor specificity of the glycoprotein, enabling 
it to preferentially infect different cell types.
 It has been found that some A3 proteins 
may indirectly contribute to retroviral evolution, 
where the cytidine deaminase activity of the 
A3 protein helps the virus to acquire mutations 
that will make it more fit. Studies by Kim et al., 
Sato et al., and Fourati et al. showed that ret-
roviruses, such as HIV, can sometimes gain 
beneficial mutations that enable them to rep-
licate better [3, 5, 6]. Sato et al., Fourati et al., 
and Borzooee et al., also demonstrated that 
A3 proteins such as A3D, A3F, A3G and A3H 
can sometimes lead to retroviral evolution [3, 
5, 10]. It was also shown that A3 proteins can 
mutate viruses so that they can use different 
receptors on the cell surface for entry into the 
host cell [5]. Moreover, in the Sato study [5], 
where humanized mice models were used to 
study different Vif mutants that were initial-
ly mutated via A3-independent means, it was 
found that A3D and A3F highly suppressed one 
mutant, A3G highly suppressed another mu-
tant, and the other was a double mutant, that 
was suppressed by A3D, A3F, and A3G [5]. It 

was demonstrated that although a wild type 
Vif protein can target A3 for proteasomal deg-
radation, a defective Vif protein, could be sup-
pressed by A3 proteins. However, sometimes 
these A3-dependent mutations may benefit 
the virus. In the study, they found that A3F and 
A3D led to more viral diversification compared 
to A3G (for reasons previously described).   
 These studies suggest that A3 proteins 
could benefit the virus by leading to mutations 
that will help the virus to overcome A3’s antiviral 
activity, and evade antiretroviral drugs detection, 
leading to viral escape. This will enable them to 
continue to undergo replication and infection in 
additional cells. In other words, the A3 proteins 
assist the virus by enabling them to gain diver-
sity, which in turn may help the virus to acquire 
mutations that make it gain drug resistance.

DRUG RESISTANCE
Drug resistance refers to the ability of a patho-
gen to overcome the effects of a drug. This usu-
ally occurs when a certain drug is continuously 
used to treat a particular infection, and due to 
constant exposure of the disease pathogen to 
the drug, the drug becomes less effective, usu-
ally because the pathogen acquires drug-resis-
tance gene mutations. To minimize the possi-
bility of disease pathogens gaining resistance, 
multiple drugs could be used for the treatment 
of that disease. This is usually seen in the treat-
ment of certain diseases, such as HIV, where a 
combination of different drugs (such as highly 
active antiretroviral therapy, HAART) are used 
simultaneously to prevent the emergence of 
drug-resistant virus. However, G-to-A muta-
tions caused by A3 proteins in the retrovirus 
may cause the retrovirus to gain mutations that 
enable it to become drug-resistant. As shown 
in the study by Fourati et al., peripheral blood 
mononuclear cells (PBMCs) and other body 
fluids/tissues obtained from 30 HAART-treated 
patients were examined for possible drug-re-
sistance mutations. It was found that A3-de-
pendent hypermutations in addition to viral 
recombination could lead to viral evolution [6]. 
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 Additionally, in a study by Mulder et 
al., it was found that G-to-A hypermutations 
caused by A3G reduces the viral infectivity and 
could also lead to viral diversification [11]. In 
this study, it was demonstrated that defective 
Vif mutants with suboptimal anti-A3G activity 
could lead to the production of proviruses resis-
tant to the drug lamivudine (3TC) (which inhib-
its the retroviral reverse transcriptase) before 
drug exposure. Although the proviruses were 
not able to replicate, when they recombined 
with wild-type HIV-1, they produced competent 
viruses that were resistant to the drug 3TC [11]. 
 In a similar study by Hernandez et al., 
it was found that sublethal mutations induced 
by A3G could lead to viral diversification. They 
infected humanized mice with different variants 
of HIV (that were mutated via A3-independent 
means), and they found that the wild type HIV 
strain had a higher fitness compared to the 
mutant strains prior to its treatment with 3TC 
[12]. However, when they started the treat-
ment with the drug, they found that the mutant 
strain was less susceptible to the antiretroviral 
drug’s effect because of its defectiveness. In 
other words, because the mutant HIV strain is 
less fit, the drug has a decreased effect on it 
compared to the wild type, hence the mutant 
strains become resistant to the drug [12]. Thus, 
these studies show that sublethal mutations 
caused by A3G, increase viral diversification 
which could make the virus gain resistance 
to certain drugs. These mutations could also 
enable the virus to undergo immune escape.

IMMUNE ESCAPE
Immune escape refers to a situation where a 
pathogen evades detection by the host’s im-
mune system. In the case of retroviruses, this 
immune escape can be aided by A3 proteins 
[1, 10, 13]. As mentioned earlier, A3 proteins 
may sometimes cause sublethal mutations, 
which could help the virus to avoid detection by 
cytotoxic T cells (CTL), which kill infected cells 
[1, 10, 13]. These sublethal mutations may al-
ter CTL epitopes or lead to mutations that alter 

peptide degradation and its presentation by the 
human leukocyte antigen (HLA) proteins on the 
cell surface [10, 13]. HLA proteins are human 
major histocompatibility complex (MHC) pro-
teins that present peptides to CTLs, thereby 
allowing recognition of infected cells [10, 13].
 In a study by Grant and Larijani, it was 
found that A3G/A3F could cause mutations 
in HIV peptides that prevented the virus from 
being detected by CTLs, hence enabling it to 
escape the host cell’s immune response [13]. 
Similarly, a study by Borzooee et al. showed 
that A3G-dependent mutations could lead to 
decreased binding affinity of HLA to the peptide 
epitopes, which also enables viral immune es-
cape [10]. In this study, it was observed that the 
sequences that encode CTL epitopes in HIV 
are rich in A3G-preferred deamination motifs, 
which preferentially mutate the C in CCC, TCC, 
and ACC [10]. This could result in missense 
mutations that alter CTL epitopes. Thus, these 
mutations could help the virus evade detection 
by the host cell's immune response, which en-
ables it to continue to spread in an individual.    
 These studies show that although A3G 
could result in lethal mutations in the virus, 
sublethal mutations could cause viral immune 
escape, where CTLs are no longer able to rec-
ognize infected cells to target them for killing. 
This could lead to natural selection and viral 
evolution, where the viruses are able to ac-
quire beneficial mutations that enable them to 
become more fit and harmful/difficult to treat.

CONCLUSION
In conclusion, many studies have shown the 
effects of the cytidine deaminase activity of the 
A3 genes on retroviral evolution. APOBEC3 
proteins are known to inhibit viral infection 
through their cytidine deaminase activity [1, 2, 
3, 14]. However, lower expression of A3 pro-
teins in cells could also lead to viral evolution [3, 
5, 6]. When A3 proteins such as A3G and A3F 
are expressed at lower levels, they are likely 
to introduce nonsense mutations in the virus, 
which instead of inhibiting the virus, helps it ob-
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tain beneficial mutations that allow it to become 
more fit and able to evade the cells’ immune re-
sponse [10, 13] and develop drug resistance [6, 
11, 12]. Also, many studies show that HIV can 
evolve to overcome A3’s cytidine deaminase 
activity by encoding Vif's variants that more ef-
fectively target A3 for proteasomal degradation 
[1, 3, 5, 14]. Moreover, Fourati et al. and Mulder 
et al., both showed that in addition to A3-de-
pendent mutations, viruses could also evolve 
via recombination, where defective viruses af-
ter recombination gain drug resistance [6, 11].  
 These studies collectively suggest that 
A3 proteins play an important role in the host 
cells’ immune response and help the cells to 
combat viral infection. Although, these studies 
highlight the importance of A3 proteins, they 
also show the limitations of its use in prevent-
ing viral infection, since HIV-1 Vif protein inhib-
its A3 proteins’ antiviral activity. Future studies 
should focus on developing drugs that would 
inhibit HIV-1 Vif’s ability to bind and degrade 
A3 proteins, or enable A3 proteins, specifically 
A3G, to overcome Vif activity, so that they could 
better inhibit retroviral infection and evolution. 
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Columbia Research Symposium

The Columbia Undergraduate Science Journal takes great pride in having the honor of 
hosting the annual Columbia Spring Research Symposium. This year, the 2021 Sympo-
sium was held virtually for the first time, and we are happy to have celebrated undergrad-
uate research and retained the lively spirit of the event despite the unprecented circum-
stances. Below are the winning presentations selected by our esteemed faculty judges!

First Place: "Can we use next-generation gravitational wave 
detectors for terrestrial precision measurements of Shapiro time 
delay?" by Andrew Sullivan

Abstract: Shapiro time delay is an effect predicted by Einstein's theory of general relativity where-
by the travel time of light is delayed as light passes by massive objects. Shapiro time delay is 
related to the parameterized post-Newtonian formalism parameter γ, which quantifies spacetime 
curvature produced by a unit mass. Consequently, the measurement of Shapiro time delay can 
be used as a method of measuring the accuracy of the theory of general relativity. To date, all 
measurements of Shapiro time delay have been conducted in space over astronomical scales. 
We propose an experiment that will allow Shapiro time delay measurements to be conducted on 
Earth, in which we use a rotating mass unit and a next-generation gravitational wave detector. With 
this scheme, we find that Shapiro time delay and γ may be measured with sub-percent precision. 
This is the most precise scheme proposed for measuring Shapiro time delay on Earth to date.

About the Author: "Andrew is a junior physics major at Columbia University from Yon-
kers, New York. Andrew has performed research with Columbia's Experimental Grav-
ity group for the last two years and his research interests lie in the field of gravitation-
al physics and gravitational wave astronomy. Andrew hopes to obtain a PhD in physics and 
become a professional researcher. For fun, Andrew enjoys watching baseball and running."
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Second Place: "Neural oscillations as predictors of second 
language learning" by Victoria Ogunniyi

The full body of this work can be found on page 39 of this issue of the Columbia Undergraduate 
Science Journal.

About the Author: "Victoria Ogunniyi is a third-year undergraduate student majoring in Neuro-
science with a minor in Professional Writing at the University of Illinois at Chicago. After college, 
she plans to apply to medical school and pursue a residency in psychiatry. In her free time, she 
enjoys improving her fictional writing skills and hopes to one day become a published novelist."
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Third Place: "Probing the Statistical Relationship Between Binary 
Black Hole Mergers and Active Galactic Nuclei Hosts" by Amanda 
Beck

About the Author: "My name is Amanda Beck, and I am a Brazilian Junior at Columbia University, 
Columbia College, majoring in Astrophysics. I am mainly interested in high energy astrophysics, 
and anything that deals with relativity and statistical analysis, as well as STEM education, but 
am open to any field of research. I plan on obtaining a PhD in Astronomy or Astrophysics, and 
engage in research and teaching. My favorite pastime is reading, specially fantasy or sci-fi!"

Abstract: Since 2015, LIGO/Virgo has detected many Binary Black Hole merger Gravitational Wave 
signals. Identifying the origins of these is key to discover more about these mergers. Rare host galax-
ies, like AGN, present a favorable environment for these events due to the possible dynamical inter-
actions in their accretion disks. In this project we will probe the statistical relationship between BBH 
mergers and AGN hosts by analyzing the overlap in localization, as outlined in Bartos et. al. 2017. 
To do that, we developed a python-based framework that can get the volume overlap between AGN 
catalogs and LIGO/Virgo 90% probability density volume of BBH mergers. It can be used to estab-
lish the fraction of BBH GW detections that come from AGN and to inform real-time EM follow-up.

Fourth Place: "The Diagnosis of Median Arcuate Ligament 
Syndrome and Postural Orthostatic Tachycardia Syndrome and 
the effect upon the Presentation of Clinical Depression" 
by Jessica Eddy
Abstract: Median Arcuate Ligament Syndrome is a rare, congenital condition where the dia-
phragm sits too low and the median arcuate ligament crushes the celiac artery. Postural Ortho-
static Tachycardia Syndrome often presents as a co-occurring condition. The presentation of 
these conditions impacts the solar plexus, celiac ganglion, autonomic nervous system dysregula-
tion, and neuropathy. My research was conducted in order to see if patients with median arcuate 
ligament syndrome and orthostatic intolerance as a comorbidity present with higher levels of 
clinical depression. Furthermore, if the severity of the chronic condition increased, would clinical 
depression increase, as well? This research utilized methods such as peak systolic velocities 
from color duplex ultrasound technology, tilt table results to test for orthostatic intolerance, and 
the Beck Depression Inventory-II to seek to understand the connection between median arcuate 
ligament syndrome and orthostatic intolerance caused by dysregulation of the autonomic nervous 
system, which works in some level of conjugation with the solar plexus, sympathetic nervous 
system, dopamine and serotonin pathways, and dopamine receptor agonists and antagonists.
About the Author: "My name is Jessica Eddy. I am from Grand Rapids, Michigan and am currently 
studying at the University of Oxford. My current research includes the impact of rare vascular/gas-
trointestinal diseases and the role of endothelial cells in HIV latency. I plan to attend medical school 
for a joint MD/PhD and hope to research genetic biomarkers in rare vascular conditions. For fun, 
I love dancing and own my own dance studio, running with my puppy, and traveling the world!"
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Figure: First place poster from Andrew Sullivan



65

Figure: Second place poster from Victoria Ogunniyi



Figure: Third place poster from Amanda Beck
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Figure: Fourth place poster from Jessica Eddy
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