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George Bonanno is a Professor of Clinical Psychology at Columbia University's Teachers College and in-
ternationally recognized for his pioneering research on human resilience in the face of loss and potential
trauma. He is recognized by the Web of Science as among the top one percent most cited scientists in the
world, and has been honored with lifetime achievement awards by the Association for Psychological Sci-
ence (APS), the International Society for Traumatic Stress Studies (ISTSS), and the International Posi-
tive Psychology Association (IPPA). In addition to the books, The End of Trauma and The Other Side
of Sadness, Dr. Bonanno has published hundreds of peer-reviewed scientific articles, many appearing in
leading journals such as Nature, JAMA, American Psychologist, and the Annual Review of Psychology.
He is also an avid painter (when he has time), reads widely, and loves music.

1 began drawing around the age of 15. If I remember correctly, one day I simply decided to try a small
portrait drawing. The process was thrilling. Hours passed and I hardly noticed it. Ever since that day I
have passionately engaged in portraiture, landscapes and still lifes in a variety of media. I've never sought
formal training in art but nonetheless hoped to make a career of it. Oddly my biggest artistic output
occurred while I was a doctoral student in psychology, often painting and drawing in the middle of the
night. I exhibited and sold a number of my works during that time. Yet, simultaneously, I found psycho-
logical research and writing deeply gratifying, and eventually that became the obvious career choice. 1
never regretted that choice but, luckily, when time permits, I am still able to lose myself in the wonders of
creating art.

- Dr. George Bonnano
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Letter from the Editors:

We are pleased to introduce Volume 25 of the Graduate Student Journal of Psychology. This edition showcases
rigorous scholarship that advances psychological science and addresses critical challenges in our field.

This volume features six compelling articles spanning diverse methodologies and substantive areas. Clayton of-
fers a novel conceptual model for healthcare practitioners navigating weight-related conversations with patients.
Drawing on motivational interviewing principles, the model promotes behavior change while reducing weight
stigma, a timely contribution given the documented harms of weight bias in healthcare settings. Khan et al. ex-
amine relationships among attachment styles, mentalization, and suicidal ideation in a Pakistani sample, under-
scoring the importance of emotion regulation strategies in therapy with anxiously attached individuals. Zhu and
White employ the Minimal Group Paradigm to investigate competing influences of ingroup membership and

physical attractiveness on decision-making, revealing the robust primacy of group identity.

Additional contributions include Esterine's longitudinal investigation of prenatal anxiety and child language de-
velopment at 18 months, which raises important questions about developmental mechanisms and timing; OCon-
nell et al.'s methodological comparison of data quality across MTurk and Prolific, providing evidence-based
guidance for researchers; and Zentner and Yildirim-Erbasli's innovative application of response time analysis and
machine learning to detect careless responding in distressed survey participants, achieving strong predictive accu-
racy with support vector machines.

This edition marks an exciting transition for our team. We welcome three new associate editors—Madeleine, Ken-
dall, and Joey—whose dedication and fresh perspectives have already enriched this volume and will carry forward
our tradition of scholarly excellence.

We extend deep gratitude to our contributors, peer reviewers, and faculty sponsor, Dr. Matt Blanchard, for their

invaluable support. We also thank our outgoing editors, whose leadership continues to inspire our work.
We invite you to engage with the research presented in this volume and join the conversation. Connect with us

at gsjp@tc.columbia.edu or through our social media platforms. Thank you for your continued support as we
advance the field together.

Warm regards,

The Editors
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A Conceptual Model for Addressing Weight Stigma and
Health: Guiding Practitioner Conversations for Weight

Health

Colter K. Clayton, MA
Department of Psychology, University of Mississippi, USA

Practitioners working in a variety of healthcare settings increasingly face a dilemma when speaking with patients
about weight health. On one hand, prescriptive weight-related health advice can exacerbate stigma, while on the oth-
er, ignoring insufficient health behavior engagement limits health and increases the risk of other adverse weight-re-
lated health conditions. Research has demonstrated that higher-than-optimal body weight is a correlate of morbidity
and mortality, but has also demonstrated that weight stigma is pervasive, negatively impacting health, health be-
havior, and well-being. This article introduces a novel conceptual model to help practitioners initiate conversations
about weight health by striving to support health behavior change in a way that deactivates and disempowers weight
stigma. By advancing the acceptance principle from motivational interviewing and adapting its scope, the model
focuses on destigmatizing attitudes and assumptions related to weight health to prevent or reduce generalized and
internalized weight stigma. The model also focuses on limiting interpersonal stigma and its disruptive role in prac-
titioner-patient communication by supporting personal autonomy for a lifestyle of health behavior. This article re-
ports results from a rapid review and calls for research efforts to examine the potential causal role of active acceptance
for reducing weight stigma. Overall, the conceptual model simultaneously promotes health behavior and reduces
weight stigma for weight health.
Keywords: weight stigma, weight health, health behavior, motivational interviewing, healthcare practitioner

People don't care how much you know until they
know how much you care.
— Attributed to Theodore Roosevelt

People need support. Every person faces adversi-
ty, and health is a universal concern — whether young
or old, rich or poor, all contend with morbidity and
mortality. Compassionate individuals are empowered
by a deep desire to promote the well-being of others.
Whether they work in medicine, health psychology, or
public health, their passion for care sparks career inter-
ests and fuels professional diligence. However, how can
healthcare practitioners (some researchers prefer prac-
titioner to provider; Scarft, 2021) from distinct train-
ing backgrounds and professional roles navigate the
complexities of weight-related health and weight stig-
ma? This paper reconciles promoting health behavior
and reducing stigma for weight health by proposing a
novel conceptual model for practitioners. The model
resolves a dilemma faced by many practitioners: saying
too much (e.g., prescriptive weight-related health ad-
vice exacerbating stigma) versus too little (e.g., ignor-
ing insufhicient health behavior engagement). To fully
articulate the model, it is first necessary to review the
evidence demonstrating the importance of weight-re-
lated health and discuss weight stigma as a barrier to
health.
Weight Health

Weight-related health is a principal public health
concern globally (Okunogbe et al., 2022; Safaei et al.,
2021). Being of higher body weight due to an excess of

adiposity large enough to cause reduced health or lon-
gevity — at least probabilistically over time — is linked to
morbidity and mortality, is largely considered a com-
plex lifestyle concern, and its consequences are associ-
ated with increased risk for a myriad of cardiometabol-
ic diseases (Allison et al., 2008; Fruh, 2017; Safaei et al.,
2021). Indeed, higher-than-optimal body weight has
been linked to increased risk, or at least concomitant
to, “... nearly every chronic condition, from diabetes,
to dyslipidemia, to poor mental health. Its impacts on
risk of stroke and cardiovascular disease, certain can-
cers, and osteoarthritis are significant” (Hruby & Hu,
2015, p. 10). Whether certain ranges of body weight
(e.g., body mass index > 30; Allison et al., 2008; Katz,
2014) are to be medically considered a disease is irrel-
evant to the development of the model. The strength
of evidence demonstrates that it is beyond a reasonable
doubt that being of higher body weight due to exces-
sive accumulation of adipose tissue is related to poorer
cardiometabolic health and well-being (Hruby & Hu,
2015; Pi-Sunyer, 2009; Robinson et al., 2020; Visscher
& Seidell, 2001). Although weight-related health and
associated conditions are complex in their etiology
and maintenance, consequences related to morbidity
and mortality are considered largely preventable or
reducible (Fruh, 2017; Hruby & Hu, 2015). Promi-
nent health organizations educate practitioners and
patients about the negative impacts of higher-than-op-
timal body weight. The World Health Organization,
Centers for Disease Control and Prevention, and the
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National Institutes of Health use websites™ to pub-
licly disseminate the latest research on risk factors and
best-practice health strategies to educate practitioners
and patients.

Healthcare practitioners know that weight loss
(when needed) has a large impact on improving health
through lowering risk for disease (e.g., type 2 diabe-
tes, hypertension, dyslipidemia; Haase et al., 2021)
and is linked to improvement in current health con-
ditions (Pojednic et al., 2022). Even modest amounts
of weightloss (e.g., >5% of body weight) are associated
with clinically significant improvements in cardiomet-
abolic health and emotional well-being (Fruh, 2017),
and weight loss at higher levels can lead to further
improvements (Ryan & Yockey, 2017). More engage-
ment in health behaviors is needed; physical activity,
cating a healthy diet, and obtaining quality sleep are
vital for health. For example, in the United States, only
about 1 in 4 adults meets physical activity guidelines,
and engagement is even lower among those with lower
incomes (Elgaddal et al., 2020).

Practitioners also know that physical activity has
health benefits independent of body weight. For ex-
ample, among people with higher body weight, phys-
ical activity has demonstrated positive changes at the
cellular level (e.g., improved enzyme function), along
with improved metabolic function (e.g., increased in-
sulin sensitivity), and better cardiovascular outcomes
(e.g., decreased arterial stiffness; Pojednic et al., 2022).
Thus, physiologic improvements observed with in-
creased physical activity are observed despite starting
weight and irrespective of whether weight loss occurs,
and cardiorespiratory fitness is an indicator of meta-
bolic health (Ortega et al., 2013). Given that health be-
haviors such as physical activity contribute to health,
increased adherence and implementation are needed.
Weight Stigma

Practitioners are increasingly becoming aware of
how health stigma and discrimination limit social ac-
ceptance and opportunity, and how they exacerbate
inequality, which are well-documented barriers to en-
gagement in healthcare and health behaviors (Hatzen-

1 *https://www.who.int/health-topics/obesity#tab=tab_1;
https://www.who.int/news-room/fact-sheets/detail/obesi-
ty-and-overweight; https://www.cdc.gov/family-healthy-weight/
php/recognized-programs/index.html; https://www.cdc.gov/
obesity/php/about/obesity-strategies-what-can-be-done.html;
https://www.niddk.nih.gov/health-information/weight-manage-
ment/adult-overweight-obesity/health-risks

buehler et al., 2013; Stangl et al., 2019). Weight stigma
is a form of health stigma. It refers to reduced social
status due to excess body weight, and weight-related
negative attitudes are linked to discriminatory actions
such as unfair treatment in healthcare (Rubino et al.,
2020). A landmark study at the turn of the century
by pioneering weight stigma researchers introduced
its negative impact on employment, education, and
healthcare (Puhl & Brownell, 2001). Subsequent re-
search has solidified weight stigma as a major health
issue: at least 1 in 2 adults experience stigma related
to their weight, which is associated with less regular
medical checkups, healthcare avoidance, and worse
healthcare quality experiences (Puhl et al., 2021). Re-
cent international research initiatives to address weight
stigma have called for more actions from the medical
community to promote the education and training of
healthcare professionals to practice without participa-
tion in or perpetuation of weight stigma (Puhl et al.,
2021; Puhl, 2023; Rubino et al., 2020).

Healthcare practitioners are increasingly recog-
nizing that weight stigma is not helpful or healthy. A
major concern of weight stigma is its negative effect on
health behaviors: decreased physical activity, decreased
healthcare engagement, and paradoxically, even weight
gain (Tomiyama, 2014). Weight stigma has negative
impacts in laboratory and real-life contexts (Major et
al., 2014; Panza et al., 2023; Puhl & Suh, 2015; Rubi-
no et al., 2020). For example, brief exposure to reading
or watching weight stigma can elicit cardiovascular re-
activity and increase overeating behavior (Major et al.,
2014; Panza et al., 2023). The everyday consequences
of weight stigma include maladaptive eating behaviors
(e.g., binge eating), lower engagement in physical ac-
tivity, and unhealthy weight gain (Puhl & Suh, 2015).
Dilemmas of Weight Health and Stigma

Saying too much can exacerbate stigma. For ex-
ample, some researchers have called for increased so-
cial pressures (e.g., societal shame) to help individuals
become more aware of their weight and associated
stigmatization (Callahan, 2013), but subsequent stig-
ma research did not support social pressure as a viable
method to improve weight health (Puhl et al., 2021).
Conversely, saying too little may condone poor health
behaviors. The Health at Every Size (HAES) approach
is a product of both academic research and social
movements that challenge weight stigma, deprioritize
weight and weight-related biomarkers of health, and
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promote bodily acceptance to improve health and
well-being (Bombak, 2014; Penney & Kirk, 2015). Fa-
cilitating access to healthcare that is free of shame is a
prominent virtue of this framework. However, while
intending to reduce stigma, dismissing (whether delib-
erately or inadvertently) physical health recommenda-
tions may occur.

People with higher weight report negative psy-
chological reactions to receiving weight-related advice
from healthcare practitioners (Standen et al., 2024),
which may explain why some groups reject and even
criticize weight health recommendations as unethical
(e.g., HAES). Self-affirmation theory describes how
people maintain integrity to themselves (Steele, 1988).
In weight stigma research, this theory may explain why
people may be motivated to maintain a positive self-
view regarding their weight when perceiving weight
stigma. For example, a healthcare professional recom-
mending weight loss may evoke a patient’s efforts to
maintain self-integrity, where healthcare recommen-
dations related to body weight are perceived as attacks
on personal identity; this may be a reason that recom-
mendations can fail to produce motivation for change.
Thus, practitioners must simultaneously preserve pa-
tients’ self-integrity and recommend health behavior
change.

Given the interacting complexities of weight-re-
lated health and stigma, practitioners face a daunting
responsibility to care for patients. The dilemma prac-
titioners face is two competing risks: over-alerting pa-
tients can be counterproductive, eliciting societal or
personal shame and exacerbating the distress of stigma;
conversely, under-alerting patients to weight-related
health risks fails to promote positive health behavior
change. A paradigm grounded in theory and evidence
is needed to guide practitioners as they navigate the
complexities of weight-related health.

Developing the WHISTLE Model

Research on the biopsychosocial factors of
weight-related health and healthcare has led to theo-
retical and conceptual models that are comprehensive
and often complex (Marks, 2015; McCabe et al., 2023;
Michie et al., 2014; Plotnikoff et al., 2007). How-
ever, such models are not specific to stigma, though
one model of weight stigma has emphasized a vicious
teedback loop of stigma and weight gain (Tomiyama,
2014). Thus, existing models fall short of offering a

simple and practical framework to begin helpful dis-
cussions about weight health and stigma. The novel
Weight Health through Integrated Stigma-Reduction
and Lifestyle Engagement (WHISTLE) model serves
as a guide for practitioners. In contrast to the tradition-
al "sick” role of passive prescriptions, contemporary
healthcare increasingly prioritizes enhancing patient
agency to boost health outcomes through more ef-
fective health behavior (Armstrong, 2014). However,
healthcare practitioners may feel uncomfortable or in-
competent in discussing weight with patients (Pont et
al., 2017). The WHISTLE model aids practitioners as
they practice attitudes of acceptance to reduce weight
stigma when opening a conversation about weight-re-
lated health that facilitates the encouragement of
health behavior change by using a patient-centered ap-
proach.

Health behavior change is facilitated through the
atheoretical principles of motivational interviewing.
At its core, motivational interviewing is an empirically
supported, patient-centered approach to talking with
people in a way that strengthens their own motivation
and commitment for behavioral change (Miller &
Rollnick, 2023). Reflections and questions by prac-
titioners help patients work through the natural am-
bivalence they experience when facing decisions about
behavioral change. The proposed mechanism that has
received the most empirical support is practitioners’
use of selectively reinforcing patients” own motiva-
tional statements for behavior change (Bischof et al.,
2021). Research on motivational interviewing as a fa-
vorable intervention for positive health behavior (e.g.,
physical activity) and weight-related health outcomes
is mixed (Amiri et al., 2022; Frost et al., 2018; Lundahl
et al., 2013; Makin et al., 2021; Michalopoulou et al.,
2022). However, motivational interviewing as an em-
pirically supported way of eftectively being in a help-
ing relationship (e.g., practitioner engagement) and
facilitating behavior change has received substantial
empirical support across healthcare settings (Bischof
et al., 2021; Lundahl et al., 2013; Luty & Iwanowicz,
2018; Magill et al., 2018; Miller & Rollnick, 2023; Ru-
bak et al., 2005).

While motivational interviewing principles broad-
ly support behavioral change, they do not address the
issue of stigma — particularly weight-related stigma —
in weight-related health outcomes. The novel WHIS-
TLE model is a person-centered framework that tar-
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gets weight health conversations and was derived from
a component known as acceptance. The WHISTLE
model’s guiding principle of acceptance was based on
a previous edition of the motivational interviewing ap-
proach created by Miller & Rollnick (2013) with four
‘A’s: absolute worth, accurate empathy, affirmation,
and autonomy support. In the WHISTLE model,
the four ‘A’s function as fundamental assumptions,
attitudes, and actions for practitioners working with
patients and weight health concerns. Thus, the WHIS-
TILE model provides a foundation to simultaneously
reduce stigma and encourage health behavior change.

In the WHISTLE model, practitioners assume
and adopt an attitude that each patient has inher-
ent worth irrespective of weight, health, or behavior,
and that each person is innately capable of behavior-
al change. Actions of practitioner acceptance include
expressing accurate empathy and communicating a
genuine interest in understanding the patient’s expe-
riences and situation (Schumacher & Madson, 2014).
Practitioners also provide affirmations and statements
to help patients see their own strengths and resourc-
es and champion patients’ autonomy as they choose
whether and how to make behavioral change. Since
patients with a history of weight stigma report being
less heard and respected by their healthcare practi-
tioner (Puhl et al., 2021), the WHISTLE model’s as-
sumptions, attitudes, and actions function to reduce
self-stigma, stigma in the practitioner-patient relation-
ship, and prevent or reduce generalized weight stigma
from interfering with healthcare discussions about
weight health (see Figure 1).

Weight stigma interferes with practitioner-patient
communication through shameful language and im-
paired emotional engagement, which are associated
with healthcare disengagement and avoidance (Puhl,
2023). Practitioners with higher weight stigmatizing
attitudes report feeling less confident in offering weight
health recommendations and less likely to use a per-
son-centered approach when speaking with patients
(Bennett & Puhl, 2024). On the other hand, within
a motivational interviewing approach, patients who
talk about plans for behavior change show better body
weight outcomes over time (Copeland et al., 2017). Pa-
tients can feel simultaneously motivated to lose weight
and feel bad (e.g., guilty) regarding their weight-relat-
ed health (Standen et al., 2024), highlighting the need

for concurrent stigma reduction and health behavior

encouragement. Practitioners may be better equipped
to work with weight health to deactivate stigma with
acceptance-promoting statements.

The WHISTLE model helps practitioners to
channel an atmosphere of acceptance to 1) prevent
generalized social stigma and their own potentially
stigmatizing attitude from entering the relationship,
and 2) reduce self-stigmatizing beliefs among patients
(though the patientacts as the mediator of this relation-
ship; see Figure 1). Within this atmosphere, practicing
acceptance moves generalized practitioner stigma and
self-stigma further away from the patient to allow for
increased patient self-efficacy, weight-related health in-
formation discussions, and encouragement of healthy
lifestyle behavior. The figurative cloud represents the
subjective, relational aspect in which practitioner-pa-
tient communication occurs. Statements of accurate
empathy increase connection and empower patients’
autonomy for making behavioral health changes (see
Table 1). Supporting autonomy is intended to have
the dual effect of further reducing stigma while pro-
moting behavior change. Practitioners risk eliciting
ambivalent or negative psychological reactions as they
offer weight-related advice, but a two-way discussion
is a characteristic of patients feeling motivated to be-
gin healthy behavior change (Standen et al., 2024).
Practitioners using the WHISTLE model who create
an atmosphere for health behavior change, champion
patient autonomy, and affirm the value and ability of
healthy lifestyle behavior will likely negate the adverse
impacts of stigma on health and well-being.

The WHISTLE model extends behavioral change
frameworks. For example, motivational interviewing
and self-determination theory (i.e., an empirical frame-
work for enhancing behavior change) are conceptually
related and aid practitioners in helping patients inter-
nalize their own motivation and ultimately foster voli-
tional health behavior change (Abildsnes et al., 2021).
Although these informed the development of the
WHISTLE model, this model uniquely highlights the
necessity of averting weight stigma’s disrupting role in
hampering practitioner-patient communication and
provides a feasible template for accomplishing this
task. It is also important to recognize that increasing
sensitivity to perceived harm, such as weight stigma,
may engender a sense of diminished perceived control
among patients, which is a factor that has long been
recognized as a facilitator of health behavior change
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(Schwarzer & Fuchs, 1996; Strecher et al., 1986). Con-
versely, while self-affirmation can be a barrier, it is also
a catalyst for behavior change (Cohen & Sherman,
2014). Indeed, research has demonstrated the value of
affirmation interventions, which are associated with
better health, including increased health behavior and
even lowering body weight toward healthier ranges
(Epton et al., 2015; Ferrer & Cohen, 2019; Logel &
Cohen, 2012). For example, self-affirmation is associ-
ated with greater acceptance of health information and
stronger motivation for health behavior change when
receiving health risk information (Epton et al., 2015).

Discussion

The WHISTLE model is not a full-scale interven-
tion but rather emphasizes an attitude of acceptance in
which practitioners harmoniously attend to disarming
stigma and facilitating health behavior for weight-re-
lated health. Other researchers have developed a
high-quality guide to foster practitioner-patient com-
munication within a motivational interviewing ap-
proach to reduce stigma in weight health (see Scherr
et al., 2023, for a review). The WHISTLE model adds
to this research by focusing on attitudes and actions of
acceptance, and its primary purpose is to initiate con-
versations about weight health and behavioral change
within an attitude of acceptance to prevent and reduce
stigma. Beyond initial engagement and discussion
about weight health using the WHISTLE model, prac-
titioners use methods and treatments congruent with
their expertise, responsibility, and setting. More sim-
ply, a broad scope guideline to continue conversations
is outlined within a Brief Action Plan (BAP), which is
a person-centered approach to facilitate health behav-
ioral change and has supporting evidence across many
healthcare settings (Jadotte et al., 2023). The WHIS-
TLE model’s biopsychosocial lens allows for a compas-
sionate and health-focused approach to reduce stigma
and empower patients to participate in healthy lifestyle
behaviors. Consistent with motivational interviewing
principles, the WHISTLE model does not imply en-
dorsement of unhealthy behaviors but rather acts as a
relational process in which an attitude of acceptance
deactivates stigma while still facilitating health behav-
ior change. As practitioners within the WHISTLE
model focus on empirically supported health behav-
jors in an atmosphere of acceptance that affirms one’s
inherent value, defuses stigma, and supports autono-

my for health behavior change, weight-related health is
likely to improve.
A Call to Healthcare Practitioners

Psychological theories on behavior change are ad-
vancing the landscape of healthcare quality (Hilton,
2023). Healthcare practitioners across training back-
grounds and treatment settings have a duty to promote
weight health and well-being. Mental health clinicians
are even emerging as important, supplementary prac-
titioners to weight-related health concerns (Dandgey
& Patten, 2023; Murray et al., 2021). Given the rising
adverse health consequences of higher body weight,
inaction will have negative global impacts on health,
well-being, and economic resources (Okunogbe et
al., 2022). Although calls for systemic-based changes
are increasing (and likely required) to effectuate last-
ing weight-related health improvements from a pub-
lic health perspective (Okunogbe et al., 2022; Puhl &
Suh, 2015), practitioners maintain the responsibility
to promote health behavior change.

Health psychology research has recognized
weight-related health as a persistent public health con-
cern despite decades of targeted resources and research
(Brownell, 2010). Health psychologists have a duty to
bilaterally support patients based on the advancing em-
pirical literature across health sciences. Just as weight
stigma research is progressing, the data establishing
the health benefits of healthy lifestyle behavior and
the risks for morbidity and mortality related to higher
body weight are also advancing. Health psychologists
are well-positioned to handle potentially conflicting
goals related to stigma, behavior, and weight health.
However, to maintain this position, health psychol-
ogists and related professionals must maintain fidel-
ity to evidence demonstrating the negative impacts
of higher body weight and strive to mitigate risks
through facilitating health behavior. For example, con-
trary to HAES, health psychologists cannot maintain
weight-related neutrality when presented with oppor-
tunities to promote weight-related health. Health be-
havior and weight-related health dialogue need not be
removed nor disparaged to reduce weight-related stig-
ma. Promoting empirically supported health behav-
iors (e.g., physical activity) for weight-related health is
vital for patients and a duty of practitioners.

Future Research Directions

The WHISTLE model has implications for at

least three directions for research. First, there has been
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promising research on self-affirmation as a weight-re-
lated health treatment (Logel & Cohen, 2012). More
research should test whether self-affirmation interven-
tions are effective for protecting patient self-identity in
the context of receiving healthcare recommendations,
reducing weight stigma, and facilitating health behav-
ior changes congruent with weight health recommen-
dations. Relatedly, compounding stigmas represent
a greater health concern (Stang] et al.,, 2019), but re-
search has only recently begun to investigate weight
stigma and diversity, such as the intersectionality of
weight stigma, race, and gender. Experienced weight
stigma is similar across racial and gender groups but
internalized less among Black and Hispanic individu-
als relative to White individuals, and less among men
relative to women (Himmelstein et al., 2017; Reece,
2019; Wetzel & Himmelstein, 2024). Notably, low-
er self-compassion is associated with greater weight
stigma across racial and socioeconomic backgrounds,
which represents a potential target for reducing inter-
nalized weight stigma (Puhl et al., 2020).

Second, the impact of technical aspects of the
WHISTLE model (i.., acceptance statements and
questions) should be empirically investigated to test
the hypothesized effect of simultaneously reducing
weight stigma and facilitating healthy lifestyle behav-
ioral change (Moizé et al., 2025). To operationalize the
processes of the WHISTLE model, researchers could
determine whether a practitioner’s statement (or ques-
tion) for initiating conversations about weight health
is congruent with the four ‘A’s of acceptance. For ex-
ample, 1 = congruent, 0 = partially congruent, and -1
not congruent, with higher total scores reflecting
higher adherence to the WHISTLE model. Table 1
provides appropriate statements, each of which is con-
gruent with assumptions, attitudes, and actions of ac-
ceptance in the WHISTLE model. A randomized con-
trolled trial could be conducted to compare the weight
stigma and behavioral outcomes of practitioners who
use the WHISTLE model to initiate conversations
with patients compared to an active control, such as
practitioners’ treatment as usual, which often involves
blunt recommendations to reduce body weight that
exacerbate stigma (Standen et al., 2024). Behavioral
outcomes may be measured by any relevant health be-
havior metric (e.g., change in total minutes per week
spent participating in physical activity). Weight stig-
ma outcomes may be assessed using existing validated
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weight stigma measures such as the Perceived Weight
Stigma Scale (PWSS; Schafer & Ferraro, 2011).

Third, researchers from disparate training back-
grounds (e.g., medicine, public health, psychology,
sociology) may consider joint initiatives to synthesize
data across biopsychosocial health science domains
to elucidate weight health and stigma interactions.
Results of such research would inform interventions
to simultaneously reduce stigma and promote weight
health and well-being.

A major limitation is that extant literature on mo-
tivational interviewing has not examined its potential
effectiveness (i.e., its potential causal role) for reducing
weight stigma, as evidenced by a systematic rapid re-
view (see Appendix) using Approach 3 by Tricco et
al. (2016). However, there are theoretical reasons that
suggest that acceptance would be potentially effective
for reducing stigma given that motivational interview-
ing is efficacious for behavioral change among people
with substance use issues, who experience substance
use stigma (EI Hayek et al., 2024; Kulesza et al., 2013;
Magnan et al., 2024; Miller & Rollnick, 2023; Yang et
al., 2018). The only study to quantitatively correlate
motivational interviewing and weight stigma showed
that physician experience with motivational interview-
ing was associated with more use of person-first lan-
guage and positive perceptions of patient adherence to
treatment recommendations (Bennett & Puhl, 2024).
Although the WHISTLE model’s foundation on pa-
tient acceptance and engagement lends itself well to
reducing weight stigma in healthcare contexts (Moizé
etal., 2025), the empirical research previously outlined
is a necessary next step to evaluate the potential efficacy
of the WHISTLE model.

Conclusion

The WHISTLE model is utilitarian, emphasizing
action where health behavior promotion and an atti-
tude of acceptance to reduce stigma occur concurrent-
ly. Atits basic level, the WHISTLE model is a unifying
agent for practitioners and patients working together
to improve weight-related health. Practitioners must
engage in accepting and collaborative conversations
to increase health behavior, whether preventive or
reactive, focusing on person-centered care to foster
weight health. Attitudes and actions demonstrated
in an atmosphere of acceptance are likely to lead to
reduced stigma and enhanced practitioner-patient
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communication. Healthcare and mental health prac-
titioners who encourage health behavior and discuss
weight health may face criticism from colleagues or
patients who favor reducing stigma over promoting
weight-related health as campaigns against weight
stigma become increasingly heard and promoted (e.g.,
HAES). However, there is no need to campaign for
avoiding conversations about health behavior and
denigrate health science research for the destigmatiza-
tion of weight. Indeed, discussing the importance of
fundamental health behavior (e.g., physical activity)
may appear less popular, but it is more vital than ever.
Opverall, the WHISTLE model functions to increase
patient-centered care by empowering practitioners to
face the challenge of initiating weight-related health
and health behavior change discussions in a way that
deactivates the barriers of stigma.
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Table 1.

Sample Statements to Initiate Weight Health Conversations Congruent with Acceptance
Absolute Worth

I care about you and your health regardless of your current body weight or what your

physical activity and dietary habits look like right now. If you'd be willing, could we talk
about some things that research suggests might support weight health in ways that are
meaningful to you?

Your importance as a person does not depend on how much you weigh, how often you go
for a walk, or what you eat. Your health, however, can be linked to what you do. If you’re up
to it, I'd like to hear your thoughts on how you feel about your weight, health, and lifestyle
health behaviors right now.

Accurate Empathy

- Ican see how it would be frustrating for you to be productive at work when you’re feeling
judged for your body size and whar you eat. And if it would be of interest to you, could we
talk together about research on weight and health to see what may be helpful and relevant
for you?

It sounds hard to feel excluded from activities like softball that you used to enjoy with
friends. I'd like to hear more about that, and if you'd be open to it, we could also explore
other activities you might find enjoyable, and that could support your weight health.

Affirmation

You've been working hard to manage your health condition, and that’s really impressive! If it
would be okay with you, we could talk about how body weight and physical activity can
further support the progress you’re making.

- Comingin today (e.g., insert any healthcare-related  appointment) shows how much you
care about your health. Would it be okay if we talked about where weight health fits into

what’s most important to you?

Autonomy Support

Over 99% of your life is spent outside this clinic (e.g., insert setting), and I imagine you have
some great ideas about what might work best for your health. What are your thoughts on
how your health goals, including weight, fit into the bigger picture for you?

I realize that it can be hard to talk about weight health. I want you to know that I’'m here to
support you as you consider making lifestyle changes that yox think would be helpful.

You clearly put effort into taking care of your health, which is great. If it sounds okay to you,
we could explore how your weight may play a role in what’s going on with your health right

now and what steps yox might consider for your health.

Note. Attuned readers may notice the conceptual overlap of the acceptance statements and even their near inter-
changeability. After each of these statements, an additional acknowledgement of patient autonomy may fit as
well. For example, “And, of course, any changes (e.g., related to health, physical activity, eating) you choose to

make would be completely up to you.”
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Appendix

Supporting Table 1. Search strategy for PubMed

Block 1: Motivational interviewing

Search Search query Type of

name search

1 ("motivational interviewing"[MeSH Terms] OR "motivation* MeSH
interview™"[Title/Abstract] OR "mi style"[Title/Abstract] OR terms and
"motivation® intervention*"[ Title/Abstract] OR "motivational Title/Abs
counseling”[Title/Abstract] OR "motivational tract
counselling”[Title/Abstract])

Block 2: Stigma

Search Search query Type of

name search

2 ("social stigma"[MeSH Terms] OR "weight prejudice”[MeSH Terms] OR | MeSH
"social discrimination”[MeSH Terms] OR "perceived terms and
discrimination"[MeSH Terms] OR "fat sham*'[Title/Abstract] OR "fat Title/Abs
sham*"[Title/Abstract] OR "weight stigma*'[Title/Abstract] OR "weight | tract
stigma™"[Title/Abstract] OR "fat stigma*"[Title/Abstract] OR "fat
stigma™"[Title/Abstract])

Block 3: Weight

Search | Search query Type of

name search

3 ("obesity"[MeSH Terms] OR "overweight"[MeSH Terms] OR "body MeSH

weight"[MeSH Terms] OR "weight loss”[MeSH Terms] OR "ideal body terms and
weight"[MeSH Terms] OR "weight health"[Title/Abstract]) Title/Abs
tract

Note. Database was accessed 4/2/2025. No filters or date ranges were applied. The three blocks were connected
with the Boolean operator AND’. The search yielded five results. Screening determined that no study examined

the potential relationship between motivational interviewing and weight stigma.
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Appendix
Supporting Table 2. Search strategy for Scopus
Block 1: Motivational interviewing
Search Search query Type of
name search
1 ("motivational interviewing” OR "motivation* interview*" OR "mi style” Title,
OR "motivation* intervention*” OR "motivational counseling” OR abstract,
"motivational counselling”) keyword
Block 2: Stigma
Search Search query Type of
name search
2 ("social stigma” OR "weight prejudice” OR "social discrimination” OR Title,
"perceived discrimination” OR "fat sham*" OR "fat sham*” OR "weight abstract,
stigma*™" OR "weight stigma™ OR "fat stigma™ OR "fat stigma™") keyword
Block 3: Weight
Search | Search query Type of
name search
3 ("obesity” OR "overweight" OR "body weight” OR "weight loss" OR "ideal | Title,
body weight" OR "weight health"]) abstract,
keyword

Note. Database was accessed 4/2/2025. No filters or date ranges were applied. The three blocks were connected
with the Boolean operator ‘AND’. The search yielded five results. Screening determined that no study examined

the potential relationship between motivational interviewing and weight stigma.
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Maternal mental health is thought to be an important factor that may shape child development as early as the pre-
natal period. Prenatal maternal mental health has been linked to both physiological and factors that are theorized to
explain the links between mental health and child language development. Whereas some past research has examined
the associations between prenatal mental health and child language development, most have examined broad mea-
sures that include both anxiety and depression. Given that there are distinct mechanisms by which these aspects of
maternal mental health are hypothesized to impact development, this study aims to parse the association between
anxiety and child language development specifically. This study utilized data from a longitudinal prospective study to
examine the associations between prenatal anxiety and child language development at 18 months in 167 families. We
conducted a series of three regression models beginning with a simple linear regression examining prenatal anxiety
and language development, followed by two models, first adding demographic covariates, then including prenatal
depression. We did not find associations between maternal anxiety and child language development; inadvertently
raising the question of when and by which mechanisms maternal mental health may or may not impact aspects of
child development, which are crucial answers to be discerned in order to determine the most effective way to support

pregnant mothers and their children throughout the prenatal period.
Keywords: prenatal anxiety, language development, maternal mental health, child outcomes

Prenatal anxiety, an issue impacting pregnant
persons with a prevalence ranging from 21% to 25%
(Field, 2017), could potentially play an important role
in shaping child language development. While few
studies have examined the links between anxiety and
language development, existing studies suggest that
greater anxiety is associated with poorer development
(Ibanez et al., 2015). In studies that have examined
prenatal anxiety as an independent variable, maternal
mental health tends to be discussed broadly without
consideration for distinct aspects of prenatal mental
health (e.g., anxiety versus depression; Rogers et al.,
2020). Moreover, there has been a focus on child cog-
nitive outcomes such as memory or learning rather
than language development (Keim et al., 2011).

One prominent study exploring the association
between prenatal mental health, as encompassed by
depression and anxiety, and children’s cognitive out-
comes found that prenatal anxiety was significantly as-
sociated with lower scores on assessments of cognition
(Ibanez et al.,

2015). In this study, the MacArthur Communicative
Development Inventory (CDI) was used to assess lan-
guage as a cognitive domain, and it was observed that
higher levels of prenatal anxiety were associated with
lower CDI scores in children (Ibanez et al., 2015).

However, this study did not disentangle the influence
of anxiety from that of depression. Additionally, the
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CDI is based entirely on maternal reports, which may
introduce outcomes such as social desirability bias or
the inability to accurately attribute differences in re-
ported vocabulary skills to true differences in skill, in
addition to the possibility that more anxious mothers
may simply report differently than non-anxious moth-
ers.

Additionally, two studies investigated the trajecto-
ry of maternal prenatal anxiety throughout pregnan-
cy and developmental outcomes in 1-year-old infants
(Irwin et al., 2020; Keim et al., 2011). These studies
examined prenatal anxiety as an independent variable
but did not control for varying mental health disor-
ders that are highly comorbid. Both studies found
that higher prenatal anxiety was associated with lower
scores on assessments of cognition. Specifically, Irwin
et al. (2020) found that increasing maternal anxiety
across pregnancy was associated with lower receptive
language, also known as the “input” of language.

Next, a study conducted by Rogers et al. (2020)
aimed to assess whether maternal prenatal depression
and anxiety were adversely associated with varying de-
velopmental skills in children during the first 18 years
of life. They found that prenatal anxiety was associat-
ed with poorer language abilities in early childhood, as
measured through a composite, without controls for
varying mental health disorders.

In a study that controlled for confounding mental
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health comorbidities, Brouwers et al. (2001) showed
that high prenatal anxiety during late pregnancy was
uniquely associated with lower attention-related pro-
cess skills at three weeks, one year, and two years. This
finding may lend insight to investigations of language
acquisition, given that attention-related processes are
thought to be related to language acquisition and
processing abilities (de Diego-Balaguer et al., 2016;
Kannass & Oakes, 2008). Finally, a pertinent study
conducted by Clifford et al. (2022), which examined
the association between postnatal maternal mental
health and children’s expressive language (i.e., output
of language) at approximately one and a half years of
age (Mage = 17.03 months), found that postnatal ma-
ternal anxiety was negatively related to child language
production scores, as reported by a parent. In this
study, prenatal anxiety is not the independent variable;
however, its relevance lies in the dependent variables
falling within the domain of language.

Researchers have theorized that both physiolog-
ical and psychological processes could underlie the
associations between prenatal anxiety and postnatal
child development. Physiological issues have been pro-
posed as one mechanism by which prenatal anxiety
could shape development. Notably, greater prenatal
anxiety has been associated with poorer fetal devel-
opment, including reduced fetal head circumference
(Lewis et al., 2015), with slower or decreased fetal head
growth during gestation associated with language dif-
ficulties in children two years of age compared to their
typically developed peers (Villar et al., 2021). Research
has also found that extremely high levels of prenatal
anxiety may restrict blood flow and oxygen to develop-
ing fetal organs (Hobel & Culhane, 2003). Restricted
blood flow in particular can cause Maternal Vascular
Malperfusion, a placental abnormality, which has been
linked to poor language development (Straughen et
al., 2017). These findings highlight physiological path-
ways through which prenatal anxiety may implicate a
child’s language abilities.

It is also possible that prenatal anxiety forecasts
or precedes less developmentally supportive parent-
ing behaviors. Research has demonstrated prenatal
anxiety to be a distinct predictor of postnatal mood
disturbance (Blackmore et al., 2016), which has the
potential to negatively influence child development,
including language development, through the possi-
ble presence of these less developmentally supportive
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parenting behaviors. The Family Stress Model, origi-
nally introduced by Conger et al. (1992), suggests that
parental psychological distress, including anxiety, can
lead to parenting practices that may negatively impact
child development (Masarik & Conger, 2017). De-
velopmentally unsupportive parenting practices may
include insensitivity (Newland et al., 2013); reduced
time and quality of time spent with children (Iruka et
al., 2012); and harsh, punitive, and over-controlling
behaviors (Emmen et al., 2013) that increase the risk
of child abuse or neglect (Warren & Font, 2015). Fur-
thermore, maladaptive maternal behaviors and affect,
as encompassed by diminished mental well-being,
yield a less stimulating environment for children as it
relates to the home language environment (i.e., the lan-
guage that happens in the home, including the words
that the child hears and reciprocal back-and-forth
parent-child conversations; Clifford et al., 2021). Re-
search has suggested that the quality of a child’s early
home language environment is a crucial predictor of
their later linguistic skills and cognitive development
(Dailey & Bergelson, 2022; Romeo et al., 2018). It is
the exposure to more words and engagement that yield
more successful linguistic developmental outcomes,
such as the ability to learn vocabulary faster, exhibit
increased processing speed, and produce overall stron-
ger language (Gilkerson & Richards, 2009; Hart et al.,
1997; Hurtado et al., 2014). Examining these kinds of
developmental outcomes around 18 months of age is
crucial, given the rapid growth in vocabulary skills that
happens around this time (Kuhl, 2010).

Despite much theory suggesting various pathways
through which prenatal anxiety could impact child
language development, research on the associations
between these constructs is limited. Child language de-
velopment is important to understand, given the cru-
cial insight it may provide into other aspects of child
development, such as cognitive and social abilities
(Anderson & Freebody, 1981; Gertner et al., 1994).
Objectives and Rationale

The present research aims to examine the asso-
ciation between prenatal anxiety and child language
development at 18 months of age. Relatively few pub-
lished studies have examined the association between
prenatal maternal mental health and language devel-
opment, let alone the specific association between
prenatal anxiety and language at 18 months. An im-
portant consideration for correlational research on
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this topic is the susceptibility to omitted variables bias
(Duncan et al., 2004). Given this possibility, examin-
ing the links between prenatal maternal anxiety and
child development with a full set of controls for poten-
tial confounders may yield a better sense of whether
these associations reflect bias or a true association. It is
important to understand that although various mental
health disorders may be comorbid with one another,
they present with different symptoms, require differ-
ent therapeutic interventions, and—in the case of par-
ent-child dyads-signify different implications for the
child (Rogers et al., 2020).

Insofar as this correlational work could lay the
foundation for testing whether interventions that
target maternal mental health have positive effects
on child language development, establishing wheth-
er these associations are robust is an important first
step. By focusing specifically on prenatal anxiety, we
can hone in on this construct as it relates to child lan-
guage development. Furthermore, by controlling for
numerous potentially confounding variables, includ-
ing prenatal maternal depression, this research may
strengthen the current research on this topic. Not
only does the present research hope to lay the frame-
work for possible interventions for mothers struggling
with mental health, anxiety in particular, but it also
strives to do so for children who may be susceptible
to some of the unintentional consequences prenatal
anxiety may bring. By distinguishing the potential im-
plications of prenatal anxiety from those of prenatal
depression and narrowing the scope, we enhance our
understanding and ability to develop tailored interven-
tions aimed at the prevention of any adverse develop-
mental outcomes that may surface in the presence of
prenatal maternal anxiety.

Hypothesis

The present research hypothesizes that higher
levels of prenatal maternal anxiety are associated with
lower levels of expressive and receptive language skills
in children as measured at 18 months.

Methods
Participants
The mothers included in the current research were
originally recruited for participation in a longitudinal
study known as BUDDY, a study examining associa-
tions among various sociocultural factors, early expe-
riences, and child development, particularly language,
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memory, and cognition. This study was approved
by the Teachers College Institutional Review Board
(IRB), and all participants provided written informed
consent after being briefed on the study’s purpose and
procedures. They were also informed that they could
refrain from specific measure collection or withdraw at
any point. Participation was voluntary, though partic-
ipants were compensated with differing cash amounts
based on the time point. Participants were recruited
in New York City through social media, community
events, and prenatal clinics. An intentionally racially
and socioeconomically diverse sample was recruited
for participation. Recruitment for this study occurred
in two waves, with a pause due to the COVID-19 pan-
demic. Thus, 93 mothers were recruited in the first co-
hort (before the pandemic) and 116 were recruited in
the second cohort (after the height of the pandemic).
In this study, we used data from both cohorts. Before
enrollment in the study, mothers were screened over
the phone to ensure that they met inclusion require-
ments, including that they were 18 years or older, were
at least 35 weeks along in their pregnancy, and had no
knowledge of fetal neurological or developmental is-
sues. Upon successful enrollment in the study, all 209
mothers completed the prenatal visit. After the child
was born, further inclusion criteria were enforced for
subsequent participation. These criteria included the
child’s gestational age being greater than or equal to 37
weeks with no known neurological or developmental
issues at birth. 205 mother-child dyads met these cri-
teria. Participants were invited to participate in visits
occurring from approximately every six months after
birth through their child’s third birthday.

In the current research project, we examined data
from families who completed both the measure of
prenatal anxiety and the measure of child language de-
velopment at 18 months. The total number of moth-
er-child dyads with complete data was 65 for cohort
one and 104 for cohort two. Two mothers failed to
complete demographic measures used as covariates in
the analyses. Thus, my final analytic sample comprised
167 participants. Table 1 presents descriptive statistics
corresponding to demographics and covariate vari-
ables.

Prenatal Anxiety

Prenatal anxiety was measured by the Beck Anx-
iety Inventory (BAI). The BAI is a 21-item question-
naire that helps in rating anxiety levels. It is a self-report



ESTERINE

assessment developed in 1988 that asks about com-
mon anxiety symptoms and their impact over a week
(Rung, 2024). The questionnaire assesses short-term
symptoms, primarily those that are physical. Sample
items include: “Numbness or tingling” and “Unable
to relax”. For each question, there is a uniform set of
four answer choices with scores ranging from zero to
three. As a result, overall scores ranged from 0 to 63
characterized by grouping as follows: 0 to 7 = minimal
anxiety; 8 to 15 = mild anxiety; 16 to 25 = moderate
anxiety; and 26 to 63 = severe anxiety (Rung, 2024).
While the BAI is not a diagnostic tool, this score can
help mental health professionals determine the severi-
ty of anxiety. The measure shows high discrimination
(between anxious and non-anxious persons) in clini-
cal populations and high internal consistency (o =
.93) and test-retest reliability as measured over a week
(7,00 = -84; Oh et al,, 2018). However, it is important
to note that the measure shows limited discriminant
validity against depressive disorders (Oh et al., 2018).
Language Development

Child language development at 18 months was
measured by the Language Environment Analysis
(LENA) Snapshot. The LENA snapshot is a 52-ques-
tion, parent-completed questionnaire that measures a
child’s expressive and receptive language skills (LENA
Foundation, 2022). Sample items from the LENA
snapshot include “Does your child spontaneously pro-
duce sentences that are 10 or more words in length?”
and “Does your child understand concepts like ‘least’,
‘most’, and ‘first’?” The questionnaire is norm-refer-
enced to a sample of typically developing children who
participated in a natural language study by its creators
(LENA Foundation, 2022). The LENA system uses
an algorithm to automatically score responses and
compares the score to the normative dataset of the
language development of other monolingual, North
American English-speaking children at that age. Fol-
lowing this, the system generates a standard score
that estimates the child’s developmental language age,
placing them at below or above their true age (LENA
Foundation, 2022). The assessment has strong test-re-
test reliability, acquiring a correlational value of ~.93
over two years (LENA Foundation, 2022). This tool
has also been correlated to various standardized lan-
guage and cognitive assessments, including the Cog-
nitive Adaptive Test and the Preschool Language
Scale 4th Edition, both the expressive and receptive
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measures. These correlations attained a rounded value
of 0.93 with significance (LENA Foundation, 2022).
The LENA snapshot has proven to be efficacious as it
relates to monitoring the progress of language devel-
opment as well as helping to identify the probability
of language delay (LENA Foundation, 2022). Espe-
cially given the multilingual nature of the participants
recruited for BUDDY, it is crucial to mention that the
LENA snapshot has demonstrated limited validity in
multilingual contexts.
Covariates
Prenatal Depression

Prenatal depression was measured by the Patient
Health Questionnaire Depression Scale (PHQ-8). The
PHQ-8 is an 8-item scale used as a diagnostic and se-
verity measure for depression (Kroenke et al., 2009). It
is a self-report questionnaire that implements a Likert
scale with responses for items ranging from zero (“not
at all”) to three (“nearly every day”). The question-
naire asks respondents to consider the presence of the
items’ corresponding symptoms during the previous
two weeks (Arias-de la Torre et al., 2023). The items
correspond to symptoms outlined in the DSM-IV as
diagnostic criteria for major depressive disorder. Sam-
ple items for this measure include “I am sad all the time
and I can't snap out of it" and "I am so sad or unhappy
that I can't stand it”. The PHQ-8 is scored by sum-
ming the respondents’ scores to each of the items, with
total scores closer to zero representing lower levels of
depression and total scores closer to 24 representing
higher levels (Arias-de la Torre et al., 2023). The tool
displays high internal consistency reliability (a = .82)
and construct validity (Pressler et al., 2011). For the
purposes of BUDDY, the PHQ-8 was administered as
opposed to the PHQ-9, which includes a ninth ques-
tion on suicidal ideation, due to the study’s desire to
focus on the core aspects of depression while avoid-
ing potential issues that may arise with Item Nine in
non-clinical settings.
Demographic Variables

Demographic variables included child sex, child
age at LENA snapshot completion, mother’s race/
ethnicity (with White mothers as the reference group),
years of formal education completed by the mother
(i.e., maternal education), and family income.
Data Analysis Plan

To examine the associations between maternal
prenatal anxiety and child language development, we
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ran a series of three regression models using SPSS v29
(IBM Corp). First, we ran a simple linear regression
model to test the relationship between prenatal anx-
iety and language development. Next, we conducted
a multiple linear regression model to account for de-
mographic covariates: child sex, child age at LENA
snapshot completion, mother’s race/ethnicity, mater-
nal educational attainment, and family income. Final-
ly, we ran a multiple linear regression model in which
we included prenatal depression in addition to the
demographic covariates introduced in model two. We
tested this final model to probe the unique association
between prenatal anxiety and child language develop-
ment while holding constant the influence of prenatal
depression, given the robust high correlation between
depression and anxiety.

Results
Descriptive Statistics

Beginning with some discussion on descriptive
statistics of the sample, the sample for the present
study was relatively diverse. 44% of mothers in the
sample identified as White and 55% identified as non-
White, while 40% identified as Hispanic or Latino and
59% as not. As for family income and maternal edu-
cation, the range for these variables was vast, though
both distributions did skew towards the right (i.e., the
higher end of the spectrum). On average, child age at
LENA snapshot completion was 18 months, and the
total score on the PHQ-8 had an average of five (
5) with a left-leaning distribution (i.e., the lower end of
the spectrum) representing lower levels of prenatal de-
pression for the mothers in the sample, on average. Re-
garding the BAI and prenatal anxiety, the average score
was approximately nine (A = 9) with the data skewing
left as well, representing lower levels of prenatal anxi-
ety for the mothers included in the present study. Last-
ly, the total LENA snapshot score (i.c., child language
development) skewed right toward higher scores and
greater language abilities with an average score of 104
(M =104).

Table 3 shows the correlations among variables
included in my analyses. Of note, a low negative cor-
relation was observed between prenatal anxiety and
language development, and a moderate negative cor-
relation was observed between prenatal depression and
language.

Interestingly, in the context of the effect it had on re-
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sults, a high positive correlation was observed between
prenatal anxiety and depression, which likely impact-
ed the results attained by the third regression, which
included all the covariates.

Analyses

First, we ran a linear regression model to examine
the relation between prenatal anxiety and language de-
velopment at 18 months without the inclusion of any
covariates. The model results are presented in Table
4, alongside all of the results produced by my analy-
ses. The model’s standard deviation indicated a small
negative association (SD = -0.06), indicating that a one
standard deviation increase in maternal anxiety was
associated with a .06 reduction in language develop-
ment. In raw units, this corresponded to a reduction of
-0.15 units on the measure of language development.
However, importantly, this association was imprecise
and not statistically significant (p = .43), indicating
that the association is not statistically distinct from a
correlation of zero.

To examine the extent to which this small associa-
tion was biased by child and family characteristics, we
then ran a model that controlled for the following vari-
ables: child sex, child age at LENA snapshot, mother’s
race and ethnicity, maternal education, and income.
The association between anxiety and language de-
velopment became slightly larger but remained im-
precise and statistically non-significant. Despite this
slight increase, the first and second regression analyses
produced consistently small estimates that hovered
around 0, suggesting a near zero effect. Although the
association remained statistically non-significant, in-
terestingly, in this second regression analysis, the direc-
tion of the f value flipped from negative to positive (£
=.03). On the other variables included in this regres-
sion model, notably, two attained statistically signifi-
cant coeflicients, child sex (8 = .20, p = .01) and moth-
er’s race when specified to be Black (£ = -.20, p = .03).

The last regression model we ran included the pre-
viously mentioned covariates in addition to prenatal
depression. The inclusion of depression in the model
substantially changed the association between prena-
tal anxiety and children’s language development. In-
deed, the association increased from near zero in earlier
models (8 = .20) and became nearly statistically signifi-
cant by conventional standards (p = .06). This pattern
of results looks a lot like what we might expect if sup-
pressor effects were at play, leading me to be suspicious
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about the estimate. Such effects will be discussed fur-
ther; however, they tend to occur with highly correlat-
ed variables when simultaneously input as predictors.
Of note, there was an observed negative association
between maternal depression and child language (8 =
-.25, p = .02) as well as an association between child sex
and child language (8 = .20, p = .007). And, as men-
tioned earlier, there was a strong positive correlation
between prenatal anxiety and prenatal depression (7 =
70).

Discussion

Opverall, this study found little evidence to suggest
an association between prenatal anxiety and child lan-
guage development at 18 months of age.

In the first analysis, which most closely replicated
existing literature due to its refrain from controlling
for covariates, opposing results to current literature
were observed. For example, Ibanez et al. (2015) ex-
plored the associations between prenatal depression
and anxiety with children’s cognitive outcomes with-
out controlling for depression. In contrast to the
current study, they found that prenatal anxiety was
significantly associated with poorer cognitive develop-
ment, as characterized by language, at three years old
(Ibanez etal., 2015). Results also conflict with those of
Rogers et al. (2020), which aimed to assess the associa-
tion between prenatal depression and anxiety with var-
ious developmental skills, including language, during
the first 18 years of life. Again, in this study, there was
no control for the covariate prenatal depression, yet
researchers found that prenatal anxiety was associat-
ed with diminished language abilities. This pattern is
consistent with other prominent studies such as Irwin
et al. (2020) and Clifford et al. (2022), which found
higher prenatal anxiety to be associated with poorer re-
ceptive communication skills and postnatal maternal
anxiety to be associated with child expressive language,
respectively.

The antithetical nature of these results alone em-
phasizes the need to continue conducting research
within this realm to better understand the implica-
tions of prenatal mental health on child language de-
velopment and other facets of child development at
large in order to design and implement tailored inter-
ventions geared towards positive outcomes for moth-
ers and children as needed. One can hypothesize many
reasons why this first analysis, and ultimately all of the
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analyses in this study, yielded null results. In the con-
text of this particular study, one important consider-
ation is the small sample size. The small sample size of
167 participants can pose a myriad of limitations for
data analysis and interpretation. For starters, smaller
sample sizes make it more difficult to ascertain the va-
lidity of a found effect, especially small effects. This is
attributed to the lower statistical power often achieved
by smaller sample sizes. Small sample sizes also yield
unreliable results due to low generalizability, making
it difficult to accurately attribute results to the broader
population.

In the second regression analysis, we similarly
found a statistically nonsignificant association be-
tween prenatal anxiety and child language develop-
ment. However, as previously noted, a peculiar change
occurred with the standardized coefficient value for
this association from the first analysis to the second—
the direction of this value shifted from negative to
positive. Though we should be careful not to heav-
ily interpret these coefficients, given that they were
both very close to zero, this hypothetical interpreta-
tion opposes current literature in the field, highlight-
ing the need for continued research. On top of this,
it raises the question of whether there could be cases
in which the experience of anxiety confers advantag-
es to parent-child interactions that support child de-
velopment. However, again, ultimately the estimate
from this model was quite small and suggestive of no
association. Interestingly, in this second regression, we
did observe two statistically significant associations.
An association was found between child sex and lan-
guage development, a finding that aligns with a sub-
stantial amount of literature in the field, depicting
significant gender differences in language acquisition
spanning from early childhood through adolescence.
Though empirical evidence is not robust and findings
are mixed, numerous studies highlight a female advan-
tage in various aspects of language acquisition in early
childhood (Clarke-Stewart, 1973; Heister, 1982). We
also observed a negative association between maternal
race when identified as Black and child language de-
velopment. This finding raises concern that warrants
further examination, given its illustration of a vulner-
able population that may benefit from interventions
geared towards the promotion of early childhood
language development. This association has been ob-
served in other literature, such as Cho et al. (2007),
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which observed that at three years old, White children
of White mothers had a lesser likelihood of presenting
with language delays than non-White children and
mothers (the majority of them Black). The consistent
nature of this association highlights an exceedingly real
equity issue that needs to be addressed to attain more
positive outcomes for all children, regardless of their
race or their mother’s race.

Lastly, in the third linear regression, though it
yielded a statistically insignificant relationship be-
tween total prenatal anxiety and language develop-
ment, a notable change was observed in the estimate
attained for the prenatal anxiety—child language devel-
opment relationship. The p-value for this relationship
changed significantly from the second analysis (p
.72) to the third (p = .06). This change, although there
is a lack of association, represents a marked increase in
the predictive power of prenatal anxiety. This compel-
ling finding signifies what this research hypothesizes to
be a suppressor effect induced by the control of pre-
natal depression. A suppressor effect in a regression
occurs when controlling for a variable increases the
predictive power of the model, as observed here. This
represents the possibility of a rather complex relation-
ship between prenatal anxiety and child language de-
velopment that is somehow mediated by the presence
of prenatal depression, should said relationship exist.
Moreover, in this regression model, two statistically
significant associations were observed: one between
child sex and language development and another be-
tween prenatal depression and language development.
The former of the two was also noted in the previous
regression; however, the latter is specific to this re-
gression, given that prenatal maternal depression was
introduced here. A negative association between pre-
natal depression and child language development at
18 months was observed, representing a relationship
characterized by a diminishing of language abilities
in the presence of higher prenatal maternal depres-
sion. This coincides with existing literature which has
found that at 12 months, children of mothers who
were diagnosed with major depressive disorder while
pregnant showcased lower language abilities compared
to the control group (O’Leary et al., 2019).
Limitations

Myriad factors limit the conclusions of the current
study. As previously mentioned, the small sample size
isalarge limitation of the current study for its potential
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to lead to difficulties in detecting small effects and un-
reliable results. It is also worth noting the two-cohort
study design necessitated by the pandemic. As previ-
ously mentioned, participants were recruited at two
different time points due to the pandemic, resulting in
two cohorts. Recruitment for cohort one began before
the pandemic and was interrupted once restrictions
were imposed. Under “normal” circumstances where
participants are recruited at different time points, a
study faces the risk of the “cohort effect”, which is de-
scribed as the variation in characteristics of a group of
people over time based on a shared experience (Caru-
ana et al.,, 2015). This effect is all the more applicable
in this study where participants of cohort two were
recruited after a shared experience as life-changing as
the COVID-19 pandemic. The cohort effect implies
that different experiences attributed to a given period
can impact the perceptions and responses of a partic-
ipant in a research study (i.e., economic circumstanc-
es; Caruana et al., 2015). Meaning that participants
of cohort two may showcase attitudes and behaviors
that are highly attributed to their shared exposure to
and experience with the pandemic. This phenomenon
can ultimately introduce bias into the research because
it signals a possible distortion of observed trends at-
tributed to differences in shared life experiences that
may have independently implicated the results.
Additionally, the lack of consistency in the child’s
age at which mothers completed the LENA snapshot
serves as a limitation. Considering the correlation be-
tween prenatal anxiety and age at snapshot completion
is low (= 1), this limitation would be more pertinent
if there were some sort of correspondence between
prenatal anxiety and child age at snapshot completion,
such that mothers with higher levels of prenatal anxiety
were systematically completing the LENA snapshot at
a different time than those with lower levels of prena-
tal anxiety. However, it remains an important factor to
consider. The target age for the current study was 18
months; however, mothers with children as young as
16 months and as old as 21 months filled out the snap-
shot for the 18-month time point, contributing to the
data the current study used. Though the mean age at
snapshot completion was approximately 18 months
(M = 17.98), the standard deviation was 0.895, sig-
naling that the data is rather spread out. This standard
deviation—  though not exorbitantly high—is notable
given that, as mentioned previously children’s vocabu-
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lary is characterized by rapid growth at 18 months of
age, with studies showcasing that infants may add up
to 10-20 new words to their vocabularies daily (Fenson
etal,, 1993; Reznick & Goldfield, 1992). It is import-
ant to note that in the current study we controlled for
child age, which addresses this concern.

The data was also limited by the measures used to
capture the independent and dependent variables—the
Beck Anxiety Scale and the LENA snapshot. Both
measures relied on parent reporting, which introduces
the potential for social desirability bias, where individ-
uals answer questions in a way that might make them
seem more “acceptable” (Paulhus, 2017). One specific
limitation of the LENA snapshot includes what may
be perceived as a limited scope, given that the snapshot
primarily focuses on expressive and receptive language,
failing to capture other parts of language, such as met-
alinguistic awareness and higher-order language skills
(LENA Foundation, 2022). Additionally, currently,
there is limited validity for multilingualism with the
snapshot questionnaire, given that responses are com-
pared to norms established by monolingual, North
American English-speaking children. This fails to ac-
count for the nuances which multilingualism adds to
language development and acquisition. A large por-
tion of the study’s participants, mothers and children
alike, fall into this demographic, raising a concern re-
garding the accuracy of language abilities as captured
by LENA snapshot scores. A specific limitation of
the Beck Anxiety Inventory (BAI) is its low discrimi-
nant validity in distinguishing between symptoms of
anxiety and depression (Muntingh et al., 2011). This
raises a concern for the present study’s aim to isolate
the effects of anxiety, as BAI scores may not accurately
capture anxiety independent of depressive symptoms.

The study’s correlational design also limits its im-
plications for drawing causal inferences. While we had
causal theories about the links between maternal anx-
iety and child development, it’s impossible to discern
whether a causal relationship exists due to the lack of
experimental manipulation in correlational research.
Indeed, a range of confounding variables—including
those that we did and did not control for—could have
biased any observed associations between the con-
structs in our study. Though no significant association
was observed in the present study, this limitation im-
pacts all studies conducted without random assign-
ment. Thus, it is important to consider how future
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studies may account for the inability to interpret cor-
relation as causation.

Lastly, the current study is limited in its failure
to account for or consider pregnancy-specific anxiety
(PSA). Though often conceptualized interchangeably
with prenatal anxiety, PSA is a unique phenomenon
(Langille et al., 2023). PSA is common, affecting 20-
40% of women during pregnancy (Araji et al., 2020).
It differs from trait anxiety in that PSA is an affective
state in which a pregnant person feels worry, fear, or
nervousness surrounding matters related to their preg-
nancy such as their prenatal health, the baby’s health,
labor and delivery, and parenting (Dunkel et al., 2022).
Itis important to consider these phenomena distinctly
considering they have distinct clinical impacts (Lan-
gille et al., 2023).

Conclusion

Despite the limitations mentioned above, the cur-
rent study serves as a significant step in understanding
the role that maternal mental health may play in child
development, especially as it pertains to prenatal men-
tal health and child language outcomes. Moreover, it
contributes to the literature surrounding the impor-
tance of distinguishing between the ramifications of
varying clinical disorders, which are crucial given their
differences in treatment. Though the current study did
not provide evidence that prenatal maternal anxiety
influences child language development at 18 months,
this null hypothesis suggests a need to achieve greater
clarity into its true impact, given that these findings
oppose current literature. The implications of im-
properly understanding the effects of prenatal anxiety,
or maternal mental health, on child development are
such that we remain incapable of providing adequate
resources to children who may be at a disadvantage or
to mothers who may be unaware of possible conse-
quences. It also provides thoughtful insight into other
associations present within this realm such as maternal
race and child gender’s seeming to influence child de-
velopment as well. By means of attempting to answer
a question and shed light on prenatal mental health,
the current study raises new questions regarding pat-
terns and relationships that may exist in the sphere of
the mother-child matrix. It’s important to understand
the implications that may arise for child development
based on prenatal maternal mental health to know
how to best support pregnant mothers and their chil-
dren not only during pregnancy but at other stages as
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well—including pre-conception, the postnatal period,
and various time points throughout the child’s lifes-
pan.

Future Recommendations

The current paper posits a few recommendations
for future research within the prenatal mental health-
child development domain. As previously mentioned,
a limitation of the current research is the small sample
size. Thus, it is recommended that future studies repli-
cate this research with larger sample sizes to be able to
detect small effects and draw reliable conclusions from
the observed results more confidently. This character-
istic would also improve the representativeness of the
dataset, allowing for the well-informed curation and
tailoring of interventions.

Another recommendation for studies examining
the impacts of prenatal anxiety alone is to emphasize
and find a way to distinguish prenatal anxiety from
what is known as pregnancy-specific anxiety. The cur-
rent study does not account for these types of mental
health that are vastly different in factors such as lon-
gitudinal course and prediction of postnatal mood
disturbance (Blackmore et al.,, 2016). Most impor-
tantly, these ideas are different in their foundations.
Pregnancy-specific anxiety encompasses feelings of
nervousness or worry regarding personal health and
appearance while pregnant, the baby’s health, experi-
ence with the birthing process, and the healthcare sys-
tem, and so on (Chandra & Nanjundaswamy, 2020),
whereas prenatal state anxiety represents more general
feelings of anxiety that happen to occur during preg-
nancy. Due to these differences, future research exam-
ining anxiety during pregnancy should individualize
these two forms and assess their implications for not
only children but also the pregnant person separately.
The discourse surrounding prenatal mental health is
minimal, let alone that of pregnancy-specific anxiety.
However, existing research has found that higher levels
of maternal pregnancy-specific anxiety are associated
with lower inhibitory control in girls aged 6-9 years
old and lower visuospatial working memory in girls
and boys of the same age (Buss et al., 2011). Thus, pre-
liminary research has found that child outcomes as-
sociated with maternal pregnancy-specific anxiety are
distinguishable from those of prenatal state anxiety,
highlighting the pertinence of upholding this distinc-
tion in continued research.

Lastly, another recommendation for a study of
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this nature, within the same vein as the aforemen-
tioned recommendation, would be to control for
more covariates, such as prenatal stress. It is important
to note that the study whose data the current study
used also measured maternal stress at the prenatal time
point. To advance the mission of dissecting varying
facets of mental health (i.e., depression vs. anxiety vs.
stress, etc.) in order to further understand their differ-
ences and implications, it is important to account for
as many variables as possible, including prenatal stress.
Future studies could assess the association between
prenatal mental health and child outcomes by compre-
hensively accounting for different components of the
former. To date, in the domain of child language devel-
opment, research has found that the level of prenatal
stress can account for variance in 2-year-old toddlers’
productive and receptive language abilities (LaPlante
et al., 2004), showcasing the ability of prenatal stress
to dictate child language development in some capac-
ity. Differentiating aspects of maternal mental health
and understanding their possible implications for not
only children but also for mothers is incredibly perti-
nent. This is particularly evident given the intersection
between research and understanding  as well as in-
tervention and policy. For the sake of best supporting
these communities, it’s essential to appreciate the intri-
cacies of factors that may affect them.

Ultimately, the current study contributes to an
under-researched area of child psychology and de-
velopment. Although the findings do not necessarily
demonstrate a cause for concern, it is essential to con-
tinue researching in this domain to identify opportu-
nities for action.
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Table 1
Descriptives (Demographic Variables)
% (n) or Mean (SD) Min Max

Mother’s age at prenaral visit 32%(5.68) 19 46
Child sex

Male 46%

Female 54%
Mother race

White 44%

Black or African American 21%

Asian 10%

American Indian/ Alaska Native 1%

Other 23%

Missing 1%
Mother ethnicity

Hispanic or Latino 40%

Nort Hispanic or Latino 59%

Missing 1%
Family income $184,827 (320,823) 1 $2,563,501
Maternal education 16(3) 6 22
Child age at LENA snapshot completion 18(1) l6 21
Patient Health Questionnaire toral score 5(4) 0 17
Total (N) 167

Note. This table shows descriptive statistics for the demographic variables. The total participant count
for the current study is 167 children/families, as stated in the last row in the table. Maternal Age is
reported in years. Family Income is reported in USD. Maternal Education is reported in years. Child
age at LENA (Language Environment Analysis) snapshot completion is reported in months. Family

income was log-transformed.
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Table 2
Descriptives (IV € DV)
Mean (SD) Min Max
Beck Anxiety Inventory total score 9(7) 0 31
LENA snapshot total score 104 (18) 64 136
Total (N) 167

Note. LENA is representative of Language Environment Analysis.
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Table 3
Correlation Matrix
1 2 k} 4 b 6 7 8 9 10 11 12

1. Prenatal anxiety - -0.02 -0.17 0.16 -0.09 0.00 -0.05 0.04 -0.08 -0.10 0.11 0.70
2. Language develupmen[ -0.02 - 0.19 -0.28 0.08 -0.18 -0.14 0.26 0.12 0.25 -0.08 -0.21
3 Mum_Wh[te -0.17 0.19 - -0.47 -0.30 -0.07 -0.40 0.46 0.19 0.11 -0.27 -0.12
4. Mom_Black 0.16 -0.28 -0.47 - -0.18 -0.04 0.00 -0.22 -0.22 -0.06 0.11 0.24
5. Mom_Asian -0.09 0.08 -0.30 -0.18 - -0.03 -0.23 0.24 0.24 -0.04 -0.05 -0.14
6. Mom_American Indian 0 -0.18 -0.07 0.04 -0.03 - 0.10 0.10 0.10 -0.09 0.09 0.06
7. Mum_elhnicity -0.05 -0.14 -0.40 0.00 -0.23 0.10 - -0.53 -0.26 -0.02 -0.03 0.05
8. Mom_education 0.04 0.26 0.46 -0.22 0.26 -0.11 -0.53 - 0.37 0.14 -0.05 -0.12
9. Family income -0.08 0.12 0.19 -0.22 0.24 0.10 0.26 0.37 - 0.06 0.09 -0.15
10. Child sex -0.10 0.25 0.11 -0.06 -0.04 -0.09 -0.02 0.14 0.06 E -0.05 -0.10
11. Child age at snapshot 0.11 -0.08 -0.27 0.11 -0.05 0.09 -0.03 -0.05 0.09 -0.05 - 0.14
12. Prenatal depression 0.40 -0.21 -0.12 0.24 -0.14 0.06 0.05 -0.12 -0.15 -0.10 0.14

Note. Bolded correlations indicate statistically significant correlations (p < .05). Construct names rather
than measure names are used in the matrix.
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Table 4
Correlation Matrix
Regression #1 Regression #2 Regression #3
B(SE) P B (SE) p B (SE) P
Covariates 20.06(0.19) 043  0.03(0.18) 072 0.20(0.25) 0.06
Demographic - * *
Controls

Prenatal Depression -

-0.25(0.52)  0.02

Note. Bolded correlations are significant of highly correlated variables. Only correlations relevant to the
current study and the overarching literature are included in the matrix. Construct names rather than

measure names are used in the table.
* Covariate Included
— Covariate Not Included
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The aim of the current study is to determine the relationship between attachment styles, mentalization, and suicidal
ideation using a quantitative correlational survey design in a non-clinical Pakistani sample. A purposive-convenience
sampling technique was employed to recruit NV = 295 adults (males, 7 = 81; females, 7 = 214) from Pakistan, aged 18
to S5 years (M = 23.07, SD = 5.37), using a Google survey. It was hypothesized that there is a relationship between
attachment styles, mentalization, and suicidal ideation. Moreover, it was also hypothesized that there is a relationship
between anxious attachment style and self-mentalization. To test the hypotheses, data were collected through three
questionnaires: the Mentalization Scale (MentS), the Revised Adult Attachment Scale (RAAS), and the Suicidal Ide-
ation Attributes Scale (SIDAS). The study's results were analyzed using SPSS 29.0.1.0. The findings revealed that at-
tachment styles have a relationship with mentalization, self-mentalization (MentS-S), and suicidal ideation, whereas
no significant correlation was found between mentalization and suicidal ideation. Only self-mentalization was found
to have a negative correlation with suicidal ideation (7= —0.14, p = .01). Anxious attachment style was found to have
a negative correlation with self-mentalization (7 = —0.42, p = .01) and a positive correlation with suicidal ideation (»
=0.26, p = .01). The current findings underscore the importance of integrating emotional regulation strategies in
therapeutic work with individuals with anxious attachment styles to prevent the development of suicidal ideation.
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Suicidal ideation and attempts are growing con-
cerns across Pakistani society, as literature highlights
that 40% of Pakistani university students have report-
ed a history of suicidal ideation, out of which 30%
experienced suicidal ideation in 2018, explicitly indi-
cating the need for the development of suitable inter-
ventions (Bibi etal., 2019). To comprehend the under-
lying mechanisms of suicidal ideation, it is necessary to
investigate attachment style and mentalization as two
significant predisposing psychological factors (Green
etal,, 2021). This study was conducted to explore the
relationship between attachment styles, mentaliza-
tion, and the increasing rate of suicidal ideation in a
non-clinical Pakistani sample.

To contextualize the present study within broader
psychological literature, the following sections aim to
provide a brief overview of attachment styles, men-
talization, and suicidal ideation. Each construct was
analyzed in relation to its theoretical underpinnings,
empirical evidence, and previously established associa-
tions with one another. This conceptual overview in-
forms the rationale for the proposed mediation model
that hypothesizes that mentalization may mediate the
relationship between attachment styles an individual
has and suicidal ideation in a non-clinical Pakistani
population.

Attachment styles refer to a person’s way of relat-
ing in intimate, receiving, and caregiving relationships,
primarily with attachment figures such as parents, ro-
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mantic partners, and children (Levy et al., 2011). Early
caregiving relationships are fundamental to normative
developmental processes in human beings (Hofer,
1994).

The evolutionary role that attachment plays ex-
tends far beyond providing physical protection to the
child. A child’s attachment responses are triggered
when their environment makes them feel insecure in
some way. It has been found that the aim of develop-
ing an attachment system is to create a feeling of safety
and security. Thus, the attachment system is consid-
ered the primary regulator of emotional experience
(Warren et al., 1997). Across an individual’s lifespan,
internal representations and attachment styles remain
moderately stable, progressing into adulthood (Fraley,
2002).

Attachmentstyles have been conceptualized across
a continuum between secure and insecure, drawing on
Bowlby’s (1969) foundational theory of secure attach-
ment (Sheinbaum et al., 2015). A securely attached
child typically has a sense of reassurance that their pri-
mary attachment figure will be consistently available
to fulfil their needs (Main & Morgan, 1996). This se-
cure attachment fosters a positive self-image and op-
timistic expectations of others, especially within close
relationships, leading to higher relational satisfaction
and overall well-being (Aronoff, 2012).

Ainsworth et al. (1971) further delineated inse-
cure attachment into two primary categories: anxious
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and avoidant. These insecure attachment styles stem
from inconsistent or unstable caregiving experiences
during infancy and childhood and are often associ-
ated with difficulties in adult relationships and lower
occupational functioning (Ainsworth et al., 1971).
Insecure attachment is further categorized into inse-
cure-avoidant and insecure-anxious subtypes.

Individuals who exhibit an insecure-avoidant
attachment style tend to minimize their emotional
reliance on their primary caregiver and avoid seeking
proximity or comfort while distressed (Behren et al.,
2007). As they grow older, these individuals tend to
devalue their close relationships, become emotionally
distant, and struggle with emotional regulation (Main
& Morgan, 1996). Furthermore, they may express
frustration and anger towards their caregivers as dys-
functional efforts to gain attention and connection
(Solomon et al., 1995). In contrast, individuals with
an insecure-anxious attachment style tend to be over-
ly emotionally sensitive and have an anxious fixation
with the availability of their primary caregiver. They
tend to seek excessive reassurance and can become ex-
tremely distressed when their need for closeness is not
consistently met (Cassidy & Berlin, 1994). The height-
ened activation of the attachment system often stems
from inconsistency in caregiving during childhood,
usually when the response to distress is unpredictable.
As these individuals mature, they may struggle with
feelings of abandonment, heightened need for reassur-
ance, and emotional volatility in their personal rela-
tionships (Mikulincer & Shaver, 2007).

Mentalization, operationalized through the con-
struct of reflective functioning, is defined as the abil-
ity to make sense of one’s own and others’ behaviors
through the attribution of thoughts, feelings, and in-
tentions (Fonagy et al., 2002). Mentalization has also
been referred to as ‘mind-mindedness’, a process by
which an individual understands that the mind me-
diates one’s experience of the external world through
the interpretation and the representation of different
psychological states (Liotti & Gumley, 2009). Litera-
ture also defines mentalization as a deliberate stance
that emphasizes interpersonal awareness, which brings
about specific emotions, beliefs, intentions, and de-
sires, subsequently producing a similar behavior (Liot-
ti & Gumley, 2009).

Bateman and Fonagy (2006) identified three core
dimensions of mentalization: the distinction between
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implicit and explicit functioning; the focus on two re-
lational objects—the self and the other—and the inte-
gration of cognitive and affective aspects of both the
content and process of mentalizing.

Implicit mentalization refers to the unconscious,
involuntary, or procedural processes within an individ-
ual and their ability to imagine their own and others’
various mental states (Bateman & Fonagy, 2006). For
example, a parent responds to their infant’s distress in-
tuitively by soothing them without verbally reflecting
on their child’s state of distress (Fonagy et al., 2002).
On the other hand, explicit mentalization is a pro-
cess that is deliberately implied and used consciously.
Explicit mentalization can be illustrated through the
process of psychotherapy. The therapist and patient
work collaboratively to consciously highlight and re-
flect upon the patient’s mental states, encouraging
the patient to deliberately imagine and focus on their
cognitions, hence developing insight (Bateman & Fon-
agy, 2006). Self-mentalization emphasizes the impor-
tance of understanding and being aware of what an
individual is feeling, as well as having insight into the
way we react towards other individuals (Oldershaw et
al., 2010). Self-mentalizing leads to the development
of self-regulation, and thus, it plays a role in under-
standing our own individual feelings (Fonagy et al.,
2002). Other-mentalization is defined as the ability
to understand and interpret other individuals’ mental
states. An appropriate interpretation of others’ mental
states is linked to better social functioning (Perera &
DiGiacomo, 2013) and a lower level of interpersonal
conflicts (Garcfa-Sancho et al., 2014).

The third dimension of mentalization encom-
passes both cognitive and affective aspects, involving
the content of mentalizing activity. The focus of this
dimension is the ‘intentional mental state’ in the self
and others, which is cognitively focused and affective-
ly weighted to varying degrees. Mentalization requires
the display of intact cognitive skills that enable an in-
dividual to imagine mental states with flexibility, plau-
sibility, and complexity, while optimally integrating
reason and insight with emotion. The integration of
the affective and cognitive aspects of both the process-
es and content of understanding mental states helps
individuals to “feel clear” and increases “emotional
knowing” (Choi-Kain & Gunderson, 2008).

Literature indicates that the theory of mind, also
referred to as mentalization, occurs within the pre-
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frontal cortex (Fonagy et al., 2002). This brain region
is associated with social intelligence and plays a vital
role in controlling and processing behavior. The later-
al fronto-temporoparietal network facilitates mental-
ization that is focused externally, enabling individuals
to read facial expressions and posture. The bridge that
connects affect regulation and social detection is pri-
marily divided between the hypothalamus, amygdala,
and bed nucleus of the stria terminalis, which gives
emotional meaning to social cues and enables healthy
individuals to react accordingly (Kateryna & Tanas,
2019).

To develop mentalizing skills, children must expe-
rience proximity and care from their primary caregiv-
ers early on (Meins et al., 2002). Research suggests that
children's capacity to mentalize is closely intertwined
with the quality of their attachment relationships
(Fonagy et al., 2002). Primary caregivers aid them in
understanding their own mental states and the mental
states of others, which in turn helps the development
of mentalization. However, if a child were to devel-
op an insecure attachment, their capacity to engage
in mentalization would be impaired (Fonagy & Luy-
ten, 2009). Primary caregivers’ constructive feedback
helps the child reflect on their thoughts, feelings, and
intentions (Sroufe, 2005). Self-reflection and reflective
functioning are integral components of the interac-
tions between children and their caregivers (Fonagy et
al., 2002).

The development of mentalization is associated
with emotion regulation, impacting certain aspects of
an individual’s functioning and possibly contributing
to abnormal psychopathology. One product of this
abnormal psychopathology can be the risk of suicidal
ideation (Allen et al., 2003). Inability to understand
mental states and insufficient regulation of emotions
have been found to lead to problems in functioning
(Allen et al., 2003).

A study by Venta and Sharp (2015) exploring
the relationship between mentalization, attachment
insecurity, and peer difficulties among adolescent in-
patients found that mentalization mediated the rela-
tionship between disorganized attachment and peer
problems. These findings highlight the central role of
reflective functioning in shaping interpersonal out-
comes and point to the potential relevance of mental-
ization as a psychological mechanism through which
attachment-related  vulnerabilities may influence
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broader emotional and relational difficulties (Venta &
Sharp, 2015). In light of evidence linking peer prob-
lems and interpersonal dysfunction with a range of
adverse mental health outcomes, these results offer a
valuable framework for exploring how disruptions in
mentalization may contribute to more severe internal-
izing experiences in vulnerable populations.

Mentalization is also influenced by the quality
of specific attachment relationships (Baczkowski &
Cierpiatkowska, 2015). Attachment avoidance within
particular relationships has been found to be associ-
ated with impaired perspective-taking ability in those
contexts, whereas general mentalizing capabilities were
not significantly influenced by overall attachment
quality. Therefore, the association between attach-
ment and mentalization may be relationship-specific,
with differences in reflective functioning being shaped
by the emotional quality of each interpersonal bond
(Baczkowski & Cierpiatkowska, 2015).

Suicidal ideation is an intricate public health issue
that has its roots in social, etiological, biological, and
psychological factors (Joe et al., 2008). Pakistan has
a weak health system and even weaker mental health
resources, as mental health is still widely considered a
taboo due to the low literacy rate, financial disparity,
and lack of awareness (Mashood, 2025). As a function
of these deficits, attention is required to consider and
address the alarming prevalence of suicidal ideation.
Literature revealed that 35.6% of Pakistani students
experienced suicidal ideation in the past, out of which
13.9% of students made a plan for death by suicide,
and 4.8% of them died by suicide (Osama et al., 2014).
Other similar studies show that 31.4% Pakistani stu-
dents experience suicidal ideation, and there was no
significant gender difference between males (29.2%)
and females (33%) experiencing suicidal ideation
(Khokher & Khan, 2005).

Adam (1994) explored the connection between
attachment processes in suicidal behaviors, postulat-
ing that childhood attachment insecurities were con-
sidered a predisposing factor for developing suicidal
ideation later in adolescence or adulthood. When an
individual with an insecure attachment style faces loss
or rejection, it leads them to an attachment crisis and
distress, thus triggering the usage of maladaptive de-
fense mechanisms. As a result, they become at high risk
for indulging in self-destruction, self-harm, and devel-
oping suicidal ideation. In contrast, individuals who
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form a secure attachment with their caregivers tend to de-
velop a more positive representation of not only themselves
but also of others. When they experience interpersonal
difficulties, they tend to be more resilient and manage dis-
tress better than those who have insecure attachment styles
(Adam, 1994).

The Interpersonal Theory of Suicide explains that
suicidal ideation is a result of low belongingness and per-
ceived burdensomeness. It is this desire that leads towards
the act of suicide (Orden et al., 2010). Rohani and Esmaeili
(2020) aimed to elaborate on the susceptibility of suicidal
ideation by examining the associations between psycho-
logical factors such as coping strategies, attachment styles,
and dysfunctional attitudes. Their findings revealed that
dysfunctional attitudes and insecure attachment styles
function as stress-diathesis models in predicting increased
susceptibility of suicidal ideation by affecting emotion-fo-
cused coping strategies (Rohani & Esmaeili, 2020). Em-
pirical research has illustrated that attachment avoidance
and anxiety are considered common risk factors for many
psychological difficulties, including suicidal ideation (Shef-
tall et al., 2014). Furthermore, it has been found that those
who have survived a suicide attempt reported significantly
higher attachment avoidance and anxiety (Sheftall et al.,
2014). When conditional logistic regression analysis con-
trolled for family alliance and depression, suicide attempt
status was predicted by attachment avoidance and anxiety
(Sheftall et al., 2014).

Apart from deficits in attachment, deficits in men-
talization are also independently linked to a higher risk of
suicide. It is reported that compared to individuals with
low risks of dying by suicide, individuals with moderate
to severe risks of dying by suicide are 1.7 times more like-
ly to report problems with mentalization (Pompili et al.,
2020). Literature demonstrates that childhood trauma or
distress can be directly associated with suicidal behaviors
and indirectly associated through the pathways of attach-
ment and mentalizing, indicating that an individual’s inse-
cure attachment style, along with an impaired mentalizing
ability, can explain the link between childhood trauma and
suicidal behaviors (Stagaki et al., 2022).

Theorized Pathways Between Mentalization,
Attachment Styles, and Suicidal Ideation

Figure 1 illustrates the direction of the relationship be-
tween the study's variables. It is proposed that attachment
styles can have an impact on one’s ability to mentalize their
risk of suicidal ideation. This can be attributed to early
childhood attachment to the primary caregiver. If the at-
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tachment is not secure, when the child faces distress
and feels insecure, it influences their mentalization.
The primary caregiver facilitates the healthy develop-
ment of mentalization (self, other, and motivation)
by providing constructive feedback on the child’s
experience and motivating them to reflect upon and
pay attention to their various feelings, thoughts, and
intentions. This fosters more social and situational
awareness and indicates a relationship between at-
tachment and mentalization (Sroufe, 2005). Indi-
viduals who have developed an insecure attachment
style with their primary caregiver tend to have a
higher predisposition to various psychopathologies,
such as suicidal ideation, which can further develop
into suicidal behaviors (Adam, 1994).

Moreover, it was postulated that stress and
threatening situations (proximal factors), as well as
disruptions in the formation of secure attachment
styles (distal factors) with the primary caregiver,
disengage individuals’ mentalization capabilities,
which can elicit psychopathologies, such as suicidal
ideation (Fonagy & Luyten, 2009). Hence, it creates
a relationship between attachment styles, suicidal
ideation, and mentalization.

The significance of determining the relation-
ship between attachment styles, mentalization,
and suicidal ideation is essential and multifactorial.
Alarmingly, suicide is now a leading issue in Pakistan
that requires immediate attention (Mashood, 2025).
It is imperative to determine the underlying psy-
chological mechanisms that serve as a precursor to
suicidal ideation. There are many predisposing and
distal factors identified that lead to the development
of suicidal ideation among individuals; among them
are attachment styles and mentalization. Hence,
the researchers decided to test these variables with a
non-clinical sample, trying to understand early indi-
cators of suicide risk.

In times of stress, individuals with insecure at-
tachment become predisposed to maladaptation of
the mentalization capacity and, in turn, become vul-
nerable to suicidal ideation (Green et al., 2021). The
primary purpose of this research is to shed light on
the role of attachment styles in early childhood that
is linked to the development of mentalization and
the development of suicidal ideation among individ-
uals in later life.

Furthermore, these variables have not been pre-
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viously studied specifically in Pakistan. As suicidal ide-
ation is on the rise, finding a relationship between at-
tachment styles, suicidal ideation, and the relationship
between mentalization might help to create insight,
identify early precursors for suicidal intent, and devel-
op strategies for the betterment of the community.

Considering the prevalence of suicidal ideation
across all age groups in Pakistan and around the globe,
this is a pivotal area of study (Mashood, 2025). Deter-
mining the relationship between these variables can
help in having a better understanding and identifying
early indicators of suicidal ideation and the predispos-
ing mechanisms behind it.

Linking attachment styles with mentalization
and suicide will help us understand their impact on
the developmental period of the child. It will help
us understand how early childhood trauma, neglect,
and inconsistent care can impact their mentalization
and eventually lead to psychopathology such as sui-
cidal ideation. Moreover, the findings of this research
can help in the development and implementation of
effective therapeutic strategies that take into account
attachment style and mentalization.

To accomplish the aforementioned research objec-
tives, we hypothesized that:

1. There is a significant relationship between
mentalization, attachment styles, and suicidal
ideation.

2. Mentalization mediates the relationship be-
tween attachment styles and suicidal ideation.
3. Thereisarelationship between anxious attach-

ment style and self-mentalization.

Method

A quantitative correlational survey design was car-
ried out to determine the relationship between attach-
ment styles, suicidal ideation, and mentalization in a
non-clinical sample. The present study was conducted
during the COVID-19 pandemic, a time when there
were widespread restrictions on physical access to clin-
ical settings and the vulnerable population. Moreover,
due to the cultural stigma and taboo surrounding sui-
cidal ideation in Pakistani society, a non-clinical sam-
ple, selected through purposive convenience sampling,
was used in this study. This research included respons-
es from 295 adults aged between 18 and S5 years old,
approached through a Google survey. The researchers

in this study were females, and data were collected

40

from their social and academic groups, resulting in a
disproportionate number of female respondents. Gen-
der disproportion emerged as a consequence of the
sampling method rather than intentional selection.
Gender was not controlled for in this study. Individ-
uals diagnosed with a mental health disorder or those
who did not disclose a reason to consult a psychologist
were not included in this study.

Measures

Mentalization Scale

The Mentalization Scale (MentS) is a 28-item
self-report measure of self-related mentalization, mo-
tivation to mentalize, and other related mentalization,
with higher scores suggesting a more sophisticated
capacity for mentalization (Dimitrijevi¢ et al., 2017).
The age range for this scale is 18 to 65 years old. MentS
has three subscales which include self-related mental-
ization (MentS-S) (items: 8, 11, 14, 18, 19, 21, 22, 26)
other-related mentalization (MentS-O) (items: 2, 3, 5,
6, 10, 12, 20, 23, 25, 28), and motivation to mentalize
(MentS-M) (items: 1, 4, 7, 9, 13, 15, 16, 17, 24, 27).
Mean and median scores were used to calculate the
overall mentalization.

MentS-S measures one’s ability to mentalize or
imagine mental states for one's own emotions and af-
fect, MentS-O measures one’s ability to mentalize or
imagine mental states of others’ emotions and affect,
and MentS-M measures one’s internal motivation to
mentalize or imagine mental states for one's own or
others' emotions and affect. The MentS is suitable for
measuring mentalization in both clinical and non-clin-
ical samples. It utilizes a S-point Likert scale that rang-
es from completely incorrect (1) to completely correct
(5), with higher scores suggesting a more sophisticated
capacity for mentalization. As determined by Nun-
nally (1967), the MentS has an acceptable reliability
in clinical and non-clinical samples. The internal con-
sistency of the scale, or Cronbach’s alpha, is .84 for
non-clinical samples and .75 for clinical samples (Dim-
itrijevi¢ et al., 2018).

Revised Adult Attachment Scale

The Revised Adult Attachment Scale (RAAS)
measures interpersonal relationship attachments of
individuals between the ages of 18 and 72 years old, us-
ing a 5-point Likert scale. The scale ranges from not at
all characteristic of me (1) to very characteristic of me
(5), with higher scores reflecting stronger tendencies
within the respective attachment (DEPEND, CLOSE,
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or ANXIETY). Developed by Collins (1996), the
R AAS is based on the earlier Adult Attachment Scale
(Collins & Read, 1990). RAAS was normed using
406 students at the University of Southern California,
and the age range for this test is 18-72 years. Revised
Adult Attachment Scale is an 18-item scale that con-
tains three dimensions: DEPEND, (items: 1, 6, 8, 12,
13, 17), CLOSE (items: 2, 5, 7, 14, 16, 18), and ANX-
IETY (items: 3, 4, 9, 10, 11, 15; Collins, 1996).

The DEPEND subscale measures an individual’s
belief that others can be available or relied upon when
needed. The CLOSE subscale assesses an individual’s
comfort with intimacy and closeness. The ANXIETY
subscale measures the extent to which a person feels
anxious about elements such as abandonment or not
being loved. The internal consistency of the RAAS
subscales lies in an acceptable range (a = .78 for DE-
PEND, o = .77 for CLOSE, and o = .85 for ANXI-
ETY; Collins, 1996; Nunnally, 1967).

Suicidal Ideation Attribute Scale

The Suicidal Ideation Attributes Scale (SIDAS)
was developed using a sample of 1,352 Australian
adults. The measure assesses the severity of suicidal
ideation on a 10-point scale, with higher scores indi-
cating greater persistence and severity of suicidal ide-
ation, in individuals over the age of 18 years old (van
Spijker et al., 2014). The reliability of the SIDAS lies
within the acceptable range, exhibiting high internal
consistency (o = .91) with good convergent validity
(Nunnally, 1967). Suicidal ideation is classified as hav-
ing ideas, plans, or thoughts of ending one’s life. Indi-
viduals with scores that are greater than or equal to 21
are considered to have a high risk of suicidal behavior.
The SIDAS consists of five items, each targeting an
attribute of suicidal thoughts: frequency, closeness to
attempt, controllability level of distress associated with
the thoughts, and impact on daily functioning (van
Spijker et al., 2014).
Procedure

From inception to the culmination of the data-col-
lecting procedure, a rigorously functional hierarchy of
supervision was maintained to ensure that all work
involved in this research met high-quality standards,
integrity, and the probability of errors was effectively
minimized. Initially, a research proposal was designed,
which explicitly outlined the research objectives to for-

mally request authorization to collect data using the
MentS, RAAS, and SIDAS.
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After receiving approval from the university, a
Google Survey was created based on the topic “Rela-
tionship between Attachment Styles, Mentalization,
and Behavioral Tendencies” and disseminated across
social and academic groups. Participants completed
consent and demographics forms prior to responding
to the three-scale questionnaire. The demographics
collected included participants’ gender, age, and socio-
economic class. All data were kept confidential.

Supervisors remained involved at every step of the
data collection process. To incentivize participation,
researchers included all participants’ emails in a raffle.
The emails of three participants were selected using a
random picker tool to receive a gift basket or a one-
month Netflix subscription. Upon selection, the win-
ning participants were contacted via email and award-
ed one of two gift baskets, which included snacks or a
one-month free Netflix subscription. The researchers
made several ethical considerations, such as maintain-
ing confidentiality by only discussing results with peers
involved in the study. Furthermore, participants were
informed of their right to withdraw from the study at
any point. Additionally, no physical or mental harm
was induced during the study. Although slight decep-
tion was used where “Suicidal Ideation” was masked
as “Behavioral Tendencies” to minimize the chances of
self-report bias, participants were debriefed following
their participation.

Data Analysis

The data were first arranged in Microsoft Excel be-
fore being transferred to SPSS (Statistical Package for
the Social Sciences) 29.0.1.0 for analysis. To explore
the internal consistency, Cronbach’s alpha coefficient
was calculated for each scale used in the survey. De-
scriptive results include means, standard deviations,
skewness, and kurtosis for the variables. Skewness and
kurtosis were used to assess the normality of the data.
Results indicated that all variables were normally dis-
tributed except for suicidal ideation. Then, inferential
statistical tests, which included correlation analyses,
were used to examine the strength and direction of re-
lationships between key variables, with the significance
level set to p < .05. To examine the simultaneous ef-
fect of mentalization, attachment styles, and suicidal
ideation, a multiple regression analysis was conducted
to find out their unique contribution to the variable
of suicidal ideation. To investigate whether anxious
attachment style is associated with self-mentalization,
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a simple linear regression analysis was conducted. This
helped to determine the direction and evaluate the pre-
dictive relationship. Following the regression analysis,
a mediation analysis was conducted where attachment
style was entered as the independent variable, suicidal
ideation as the dependent variable, and mentalization
as a mediator. Bootstrapping was used to estimate di-
rect and indirect effects with a confidence interval of
95%. All statistical tests conducted used a significance
level of p < .05. The findings were then interpreted
and discussed in detail, along with consideration of
the study’s limitations, recommendations for future
research, and practical implications.

Results

The following tables represent the results of the
study,illustrating the statistical relationship between
the variables of attachment styles, mentalization, and
suicidal ideation examined in a non-clinical Pakistani
sample.

Table 1
Frequency and Percentages of Demographic Variables
(N =295)

Table 1 summarizes the demographic characteris-
tics of the sample, including age, education level, and
gender. The frequency and percentages of the demo-
graphic variables illustrate the composition of the sam-
ple.

Table 2
Descriptive Statistics and Alpha Reliability Coefficients,
Univariate Normality of Study Variables (N = 295)

Table 2 illustrates the mean, standard deviation,
skewness, and Cronbach’s alpha reliability coefficient
for each variable. The data demonstrate normal distri-
bution for all variables except suicidal ideation. The
reliability of all scales and subscales falls within an ac-
ceptable range.

Table 3

Correlations Between Attachment Styles (CLOSE, DE-
PEND, and ANXIETY), Mentalization (MentS-S,
MentS-O, MentS-M), and Suicidal Ideation in the
Sample of Pakistani Adults (N = 295)

Table 3 illustrates a positive weak correlation (=
0.19) between attachment style and suicidal ideation.
The table indicates a significant positive weak correla-
tion between a close attachment style and mentaliza-
tion (» = 0.18) and between a close attachment style
and self-mentalization (7 = 0.25). A close attachment
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style was additionally found to demonstrate a negative
weak correlation with suicidal ideation (» = —0.13).
Moreover, a dependent attachment style was found to
have a significantly positive, extremely weak correla-
tion with mentalization (7 = 0.06) and a significantly
positive moderate correlation with self-mentalization
(7= 0.31). A significant negative weak correlation ex-
ists between a dependent attachment style and suicidal
ideation (»= —0.14). Close and dependent attachment
styles were found not to correlate significantly with
others' mentalization and motivation to mentalize (»
= .01 and » = .07 for close; » < .001 and » = —.05 for
dependent). Furthermore, an anxious attachment
style was found to have a significant moderate negative
correlation with self-mentalization (» = —0.42) and a
positive weak correlation with others' mentalization
(r = =0.11). An anxious attachment style was also
measured to have a significant, weak positive correla-
tion with the motivation to mentalize (» = 0.23). An
anxious attachment style demonstrated a significant
positive weak correlation with suicidal ideation (r =
0.26). No significant correlation of mentalization (7 =
—0.06), others’ mentalization (» < .001), and motiva-
tion to mentalize (7= .02) was found with suicidal ide-
ation. However, self-mentalization was found to have
a significantly weak negative correlation with suicidal
ideation (r=-0.14).
Table 4
Multiple Regression Analysis for Attachment Style,
Mentalization, and Suicidal Ideation

Table 4 indicates the impact of attachment style
on mentalization and suicidal ideation. The R? = .03
revealed that the predictors explained 3% variance in
the outcome variable (F[3.33, 5.38] = 0.03, p < .05).
Table 5
Simple Linear Regression Between Anxiety Attachment
and Self-Mentalization (n = 294)
Table 6
Simple Linear Regression Between Anxiety Attachment
and Self-Mentalization (n = 294)
Table 7
Regression Coefficients of Self-Mentalization on Anxi-
ety Attachment

Tables 5, 6, and 7 demonstrate that the overall re-
gression model was statistically significant (£ [1, 293]
=63.57, p <.001), indicating that anxious attachment
accounted for 4.4% of the variance in self-mentaliza-
tion (R? = .0442). The results revealed that anxious
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attachment was a significant negative predictor of
self-mentalization (8 = —.422, B = —.42, p < .001).
Therefore, findings suggest that individuals with an
anxious attachment style tend to report low self-men-
talization.
Table 8
Mediation Model for the Effect of Attachment Style on
Suicidal Ideation Through Mentalization

Table 8 indicates a mediation model that revealed
a significant direct effect of attachment style on suicid-
al ideation (B = .20, SE = .06, p < .001), whereas the
indirect effect of attachment style and suicidal ideation
through mentalization was not significant (8 = .00, SE
= .00, 95% CI [-.00, .02]).
This study shows a significant positive weak correla-
tion (= 0.19) between suicidal thoughts and attach-
ment style. The association between attachment and
suicidal ideation was not mediated by mentalization
(indirect effect: B =.00, SE = .00, 95% CI [-.00, .02]).
With a prediction value of 4.42%, the current study
shows an association between self-mentalization and
anxiety attachment type.

Discussion

The aim of the current study was to explore the
relationship between attachment styles, mentaliza-
tion, and suicidal ideation in a non-clinical sample. It
was hypothesized that there is a relationship between
attachment styles, mentalization, and suicidal ide-
ation. More specifically, we proposed that there is a sig-
nificant relationship between an anxious attachment
style and self-mentalization. Furthermore, it was also
hypothesized that mentalization would mediate the
relationship between attachment styles and suicidal
ideation.

The first hypothesis proposed that there is a re-
lationship between attachment styles, mentalization,
and suicidal ideation. Results show several weak cor-
relations between attachment styles, mentalization,
and suicidal ideation. Results indicate there is a weak
positive correlation between closeness (7 = 0.18) and
mentalization. Primarily, this finding may indicate
that mentalization, particularly self-mentalization, is
associated with certain aspects of an individual’s at-
tachment style; however, given that the correlation was
weak, other factors may also be precursors to this cor-
relation. Consistent with previous research (Sroufe,
2005), the present study found that individuals with
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a secure attachment style were also skilled at mental-
ization of self. Literature also showed that the prima-
ry caregiver of a child facilitates the development of
overall mentalization and specifically, the self-mental-
ization by understanding the child’s subjective experi-
ence and creating a link by giving feedback on the par-
ticular experience (Bowlby, 1978). This can influence
the culmination of children paying attention to what
they are experiencing, reflecting upon it, and having an
understanding of their own emotional or mental state.
Moreover, a caregiver’s regulatory assistance can help
develop secure abilities in a child while coping in times
of stress, which may serve as a protective factor later
on in life (Bowlby, 1978). The findings of this study
align with previous theoretical findings, further sup-
porting the notion that early attachment experiences
may contribute to the development of mentalization
capabilities.

Similarly, it has been found that the parents’ men-
talizing style may also contribute to the child's mental-
ization development (Fonagy & Campbell, 2019). If
parents have strong self-mentalization, they are likely
to provide a secure base for the child, which is like-
ly to lead to a secure attachment; hence, the child is
more likely to develop a healthy overall mentalization
as well as a healthy capacity to self-mentalize (Fonagy
& Campbell, 2019). A positive relationship between
children's mentalization and mothers' reflective func-
tioning was seen in previous research (Rosso et al.,
2015). In line with prior studies, the present research
also found a weak correlation between attachment
styles and self-mentalization, reinforcing that attach-
ment style may be crucial for the development of men-
talization.

A close attachment style was found to have a
weak negative correlation with suicidal ideation (» =
—0.13), and a significant negative weak correlation ex-
ists between dependent attachment style and suicidal
ideation (7 = —0.14). Literature showcased that indi-
viduals with secure attachment tend to have a positive
perspective of others and themselves. Such individ-
uals also develop a positive inner sense of self-worth
and reassurance with their close figures (Hietanen &
Punamiki, 2009). Thus, there is a chance that those
who have consistent positive beliefs may adjust better
to situations as compared to insecurely attached indi-
viduals who are detached from their significant figures
(Hietanen & Punamiki, 2009). Along with this, indi-
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viduals who have a secure attachment may develop a
positive inner working model about themselves (Bowl-
by, 1988), consistent with the findings of this study.

The findings of this study may also support the
model proposed by Bowlby (1988), postulating that
closely attached individuals are more susceptible to
asking for help when in a crisis or threatening situa-
tion, instead of feeling helpless or worthless, which,
after long exposures, could turn into suicidal ideation
later turning into action. Additionally, it can be an-
ticipated that, as securely attached individuals might
have a positive thought pattern and schema about
themselves, they are more likely to seek professional
help in comparison to anxiously attached individu-
als (Hong & Park, 2012; Simpson & Rholes, 2017).
Thus, supporting the idea that individuals with secure
attachment style may have a lower tendency to resort
to suicidal ideation.

Furthermore, various studies reported that there
exists an inverse statistically significant correlation
between suicidal ideation and close or dependent
attachment style (Ozouni-Davaji et al., 2013), and
participants who have a secure attachment style with
their fathers are less involved in sibling bullying and de-
pression or suicidal ideation when compared to those
who had an anxious or insecure attachment with their
fathers, hence consistent with Bowlby’s model (Bar-
Zomer & Klomek, 2018).

There is a weak positive correlation between sui-
cidal ideation and anxious attachment style (7 = 0.26),
as indicated by the results. Adam (1994) proposed that
when an individual with an anxious or avoidant at-
tachment style faces distress or threatening situations,
they are unable to draw resources from their close in-
terpersonal relationships in comparison to an individ-
ual who has formed a close attachment with their pri-
mary caregiver. Additionally, individuals with anxious
or avoidant styles have an increased sensitivity to in-
terpersonal threats like disappointment, rejection, and
loss; this leads to increased and frequent activation of
their attachment system (Adam, 1994).

Furthermore, individuals with an anxious attach-
ment style lack adaptive strategies, which is why they
resort to suicidal ideation, thinking, and behavior to
elicit support and care from others (Adam, 1994). The
findings of this research may support the developmen-
tal model provided by Adam (1994). Similar results
were also found, postulating that those with anxious
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and avoidant attachment styles may face distress;
they may feel overwhelmed, worthless, and hopeless.
Hence, this may later contribute to the development
of suicidal ideation and behavior (Kerns & Stevens,
1996). Additionally, literature states that the intensity
of suicidal ideations and related behavior increases as
the crisis upsurges in their life for those who are anx-
iously attached, which may be an explanation of the
results of this research (Sheftall et al., 2014).

Durkheim (1951), in his theory of suicide, pro-
posed that individuals who opt for egoistic suicide are
unable to find their place and face numerous short-
comings in adjusting to their given situations, as they
feel abandoned by society itself. Then gradually, they
may resort to suicidal ideation and view suicide as the
only solution to free themselves from the loneliness
they are feeling (Tremblay, 2005). Other literature
also provided similar findings, highlighting that two
psychological states that are likely to increase the oc-
currence of suicidal ideation and suicidal behavior
are social alienation and a sense of low belongingness
(Joiner, 2007). It can be presumed that if a person does
not form a secure attachment, there is a chance that
they may not have a secure sense of belongingness, and
this may increase the probability of suicidal ideation
(Joiner, 2007).

Results indicate that self-mentalization has a sig-
nificantly weak negative relationship with suicidal
ideation (» = —0.14). Literature proposes that individ-
uals who lie in the higher range of emotional dysreg-
ulation tend to have a low level of mentalization. The
two domains of emotional dysregulation that show
close association with mentalization are the inability
to develop an understanding of emotional responses
and a deficiency of emotional clarity. This leads to var-
ious issues, including the inability of a person to make
sense of experience, acting out, the use of splitting, etc.
As a process to cope with the overbearing emotional
content, these individuals tend to show suppression
of emotional experience, distortion, denial, and a sud-
den upsurge in impulsivity (Marszat & Jariczak, 2018).
Disapproval and rejection of emotional responses are
associated with low levels of mentalization, which are
characterized by poor representation of experience,
limited capacity of abstract and symbolic relation, and
a lack of comprehensive emotional content (Marszat
& Jadczak, 2018).

Another significant finding of the study is that
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no relationship was found between mentalization and
suicidal ideation. It can be inferred that this may be
due to the cultural non-acceptance of suicidal ideation
(Ahmed etal., 2016). Suicide is considered a controver-
sial topic in Pakistani culture, due to which individu-
als find it difficult to display their intent or ideation of
suicide (Khan, 2025). This could be one of the factors
for why no significant relationship between suicidal
ideation and mentalization appeared in the statistical
analyses, as individuals might be hesitant in answer-
ing questions regarding the topic. However, since this
study ensured that the anonymity of the participants
was a priority, it is a more likely conclusion that there
was no correlation between the two variables, as the
sample chosen is from a non-clinical population who
may be better adjusted.

An additional explanation of the sample being less
prevalent in suicidal ideation is that the majority of the
participants were in their adulthood, which is a more
stable time comparatively; hence, it may lead to the de-
velopment of stable ideologies and thought processes,
given the prefrontal cortex has developed and stabi-
lized (Cash & Bridge, 2009). The sample was selected
from the non-clinical population as a deliberate step
by researchers, as they were keen to study the results in
a population unaffected by mental health difficulties
to see a general, holistic picture of the relationship be-
tween these variables.

Another explanation that may be attributed to
there being a weak correlation between suicidal ide-
ation and all other variables and a lower level of sui-
cidal ideation in the overall sample is that suicide is
considered a contentious topic in Pakistan. It is said to
be a punishable act in Islam and Pakistan (Mashood,
2025). Hence, a lower prevalence of the variable has
been seen in the sample, as individuals may be hesitant
to talk about it and reveal their ideation. Furthermore,
Section 325, which is a criminal law in the Pakistan
Penal Code, 1860, and is practiced throughout Paki-
stan, states that “Whoever attempts to commit suicide
and does any act towards the commission of such of-
fense, shall be punished with simple imprisonment for
a term which may extend to one year, or with fine, or
with both” (Macaulay, 1860).

Results also showed a lower prevalence of suicid-
al ideation, which may be attributed to the possibility
that, in the pandemic, individuals may have developed
abeneficial coping mechanism; therefore, even in times
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of uncertainty, loneliness, and isolation, individuals
did not resort to suicidal ideation. This is supported
by recent studies revealing that healthy coping mech-
anisms and strategies were used by Pakistanis during
COVID-19 to maintain their well-being, resulting in
individuals' contributions to social welfare, new hob-
bies, exercise, eating healthy, and getting good sleep
(Khan et al., 2021).

We further hypothesized that there is a significant
relationship between anxious attachment style and
self-mentalization. The findings confirmed a weak
negative correlation between anxious attachment style
and self-mentalization (7 = —0.42). The development
of mentalization is said to be correlated with differ-
ent types of attachment systems, which are primarily
associated with interactions with caregivers. During
development, with the help of a caregiver, children
learn to recognize and understand emotions. They do
this through mirroring emotions around them and re-
ceiving an adequate affect response. These contingent
representations created by the child’s state of mind
are shaped by the extent of security in attachment re-
lationships, which in turn facilitates the development
of children's abilities to mentalize (Fonagy & Target,
1996); hence, it can be concluded that those with an
anxious attachment style may have low mentalization
of self (Fonagy & Target, 1996). One of the predom-
inant concerns of individuals with an anxious attach-
ment style is that they are very fearful of being aban-
doned by someone they love, so they are continuously
searching for signs that it might happen (Campbell &
Marshall, 2011). The mentalization model proposed
that the understanding that the caregiver has of the
child’s experience and the reaction given to them pro-
vides a model for the child to understand the emotion-
al states within the world. This modelling ultimately
leads to children learning to reflect upon and under-
stand their states of mind. This progression from ini-
tial assistance to current independent observation of
the self and others is dependent on a healthy, consis-
tent, and reliable emotional interaction between the
child and the caregiver. These healthy encounters oc-
cur only when close attachment is present.

In contrast, when early caregivers are unable to
reflect on the child’s state of mind or are unable to
provide the modelling required for them to learn to
perceive different states of mind, children do not re-
ceive the correct instructions they require to develop
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this extremely essential capability. Therefore, anxious
attachment may impact the development of the capac-
ity to mentalize (Allen et al., 2012). Moreover, litera-
ture suggests that individuals who have an insecure at-
tachment style face difficulties in regulating their own
emotions, have unsatisfactory relationships with their
peers, and experience anxiety symptoms (Bosquet &
Egeland, 2006). Given the results of the current study,
a similar correlation has been found between self-men-
talization and anxious attachment, where a significant,
weak negative correlation has been found, pertaining
to all the aforementioned reasons (Dimitrijevi¢ et al.,
2018).

The third hypothesis was that mentalization will
mediate the relationship between attachment styles
and suicidal ideation. However, no mediation effect
was found between the variables. This may be at-
tributed to multiple underlying factors. Firstly, this
was a self-report survey; thus, there is a chance that the
mentalization scale used in the study might not have
been sensitive enough to capture its role as a media-
tor, as the scale is newly developed and lacks extensive
research based on it. Interviews or observation-based
assessments or experiments might provide a better
chance to find out the role of mentalization as a me-
diator in this study (Stagaki et al., 2022). Secondly, the
study was conducted on a normal and non-clinical
population; the sample characteristics, size, range, and
variability might have affected the mediation effect.
Thirdly, there is a chance that other psychological or
cognitive processes may mediate the relationship be-
tween attachment style and suicidal ideation, such
as mental pain (Lutzman & Sommerfeld, 2024) or
self-criticism (Falgares et al., 2017), and several other
variables, which were not explored in the study, may
have confounded the mediation effect.

Furthermore, several reasons can be identified for
weak correlations between the tested variables. Firstly,
various sample characteristics, such as size, diversity,
and representativeness, may have influenced the study's
results. The study was conducted on a non-clinical
population; therefore, it might have shown low sui-
cidal ideation, thus affecting the other variables. More-
over, the study design was a self-report measure; there-
fore, it didn’t capture the depth of these constructs as
interview-based assessments, experiments, or observa-
tional assessments could have. Furthermore, there is a
chance that mood, trauma, stress, or recent experienc-
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es could have influenced both attachment patterns and
mentalizing capacities; hence, weak or no relationships
were observed (Bateman & Fonagy, 2006).

This study holds significant relevance within the
Pakistani cultural context, as its findings may contrib-
ute to increasing awareness of attachment patterns,
mentalization capacities, and suicidal ideation, and
help with the identification of early precursors of sui-
cidal risk within non-clinical populations. The find-
ings of this study show that there is a significant weak
correlation between attachment anxiety and suicidal
ideation. These findings can have positive implications
in the Pakistani population, as those who have attach-
ment anxiety can benefit from learning more about
emotional regulation and coping strategies to prevent
themselves from developing suicidal ideation. They
may also benefit from interventions such as Mental-
ization-Based Therapy (MBT) or Attachment-Based
Family Therapy (ABFT) that strengthen emotional
regulation and reflective functioning within such indi-
viduals.

Moreover, this also provides insight into individ-
uals struggling with such attachment styles, offering
an opportunity for professionals to tailor therapy
accordingly. It can also suggest that parents should
be brought into the conversation to prevent further
attachment issues, eventually leading to a decrease in
suicidal ideation. Furthermore, it highlighted that at-
tachment styles and mentalization can pose as early
indicators for suicidal risk, and preventative strategies
can be developed for those who struggle with insecure
attachment styles or low mentalization.

Additionally, this finding offers valuable insights
for counselors, clinicians, and educators, enabling
them to tailor interventions to address attachment
vulnerabilities. Furthermore, integrating psychoed-
ucation about attachment styles, mentalization, and
their relationship with suicidal intent into school and
university counselling programs can help young adults
build and develop resilience against suicidal ideation.

Several limitations were identified throughout
this study. This was a correlational survey, making it
difficult to draw causal interpretations of the data, and
as the sample was recruited through a purposive-con-
venience sampling, it was difficult to understand the
underlying mechanisms in-depth. Therefore, as cau-
sality could not be determined, it was unclear whether
attachment styles influence suicidal ideation or if oth-
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er unmeasured variables were at play.

Moreover, the study was conducted in Pakistani
society, where suicide is viewed as a taboo topic. Hence,
the possibility of response bias, including social desir-
ability effects, could have led to an underreporting of
suicidal thoughts as all of the tests used in this study
were objective tests. Therefore, it is recommended to
use projective tests in the future to capture an accurate
understanding of suicidal ideation in Pakistan.

Another limitation of our study was that due to
the pandemic, we ran an online survey that included
a greater number of questions, so there is a possibili-
ty that participants might have felt fatigued or bored
during the completion of the form, which could have
produced biased answers. Moreover, due to the pan-
demic, the available sample to recruit from was the
community around us, which could have led to bias
within the results or demand characteristics. As indi-
viduals were able to self-refer to the study and enter
without consideration, this is why we have mostly fe-
male data and a mean age of 23 years. This limited the
generalizability of the results to other genders and old-
er adults, and other demographic groups, potentially
reducing the applicability of the results across a wider
population. Therefore, it is recommended for future
studies to conduct in-person surveys to eliminate bias.
It is also recommended to conduct the study on an
equal number of males and females to increase gener-
alizability.

The scale of mentalization was not an indigenous
scale; therefore, it is also recommended that an indige-
nous survey be developed to understand the capability
of mentalization in the Pakistani population in detail,
so that it can facilitate the improvement of mentaliza-
tion-based interventions within the native population.
Moreover, to completely capture the essence of the
mediation effect of mentalization, interview-based as-
sessments or experiments should be used.

As the researchers only chose a non-clinical popu-
lation, there was no or very low suicidal ideation found
in the sample; hence, it is recommended to replicate
the study with individuals who are diagnosed or strug-
gle with different mental health difficulties, giving a
different perspective to the study itself.

Researchers could also choose to work with dif-
ferent age cohorts and test various attachment styles as
well as types of mentalization, such as looking into in-
tergenerational gaps and transfer of attachment. Since
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this research was only a cross-sectional study, a longitu-
dinal study could be conducted to gain better insight
into the relationship between different variables.

Researchers found a gender disproportion with-
in the sample, as due to the sampling style, mainly
females opted to answer the questionnaire. Future re-
searchers could control the study for gender and see
whether there is a difference between the genders and
how that plays a role in suicidal risk.
Conclusion

The purpose of the present study was to test the
relationship between attachment styles, mentalization,
and suicidal ideation. Furthermore, the researchers
wanted to find out if mentalization mediates the rela-
tionship between attachment styles and suicidal ide-
ation. In conclusion, it was found that there is a partial
correlation between the variables, and mentalization
does not mediate the relationship between attach-
ment styles and suicidal ideation. Attachment styles
were found to have a relationship with mentalization,
self-mentalization, and suicidal ideation, whereas no
significant correlation was found between mentaliza-
tion and suicidal ideation overall. Only self-mentaliza-
tion was found to have a significant negative weak cor-
relation with suicidal ideation. Anxious attachment
style was found to have a significant moderate negative
correlation with self-mentalization and a significant
positive weak correlation with suicidal ideation.
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Figure 1

Theorized pathways between the constructs of mentalization, attachment styles, and suicidal ideation

Mentalization
HI " Overall

mentalization
Others

Attachment styleg\_\ Motivation
Hl Self

']
Hl

Depend

Suicidal ideation

Note. The model draws links between the three hypotheses: (1) attachment styles, mentalization, and suicidal
ideation are significantly interrelated; (2) mentalization functions as a mediating mechanism between attach-

ment styles and suicidal ideation; and (3) anxious attachment is specifically associated with self-mentalization.
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Table 1
Frequency and Percentages of Demographic Variables (N = 295)

Variables N %
Gender
Male 81 275
Female 214 72.5
Socioeconomic Status
Middle 101 34.2
Middle Upper 102 34.6
Upper Middle 82 27.8
Upper 10 3.4
Education
Metric/O-levels 2 0.7
Intermediate/A-levels 67 22.7
Bachelors 171 58
Graduate 55 18.6
Consultation with a
psychologist
Yes 23 7.8
No 272 92.2
Diagnosed Mental Health
Disorder
Yes 0 0
No 295 100
Age
18-55 295 100
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Table 2
Descriptive Statistics and Alpha Reliability Coefficients, Univariate Normality of Study Variables (N = 295)

Range
Variables N Items @ Mean SD SK K Actual  Potential
Suicidal 295 5 0.7 6.07 7.93 —-0.08 0.19 0-43 0-50
Mentalization
MentS-S 295 8 0.78 23.4 6.86 —0.04 -0.46 8-40 8-40
MentS-O 295 10 0.78 39.77 6.13 -0.87 1.52 15-50 10-50
MentS-M 295 10 0.68 38.65 6.02 -0.95 1.39 15-50 10-50
Attachment
Styles
CLOSE 295 6 0.63 3.15 0.75 -0.08 0.19 6-30 6-30
ANXIETY 295 6 0.85 3.35 1.03 -0.27 -0.76 6-28 6-30
DEPEND 295 6 0.53 2.55 0.67 -0.06 0.05 6-30 6-30

Note. MentS = Mentazlization, MentS-S = Mentalization of Self, MentS-M = Motivation of Mentalization,
MentS-O = Mentalization of Others (**p < 0.01, *p < 0.05),, SK = Skewness, K = Kurtosis, Actual = Actual

Range, Potential = Potential Range
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Table 3
Correlations Between Attachment Styles (Close, Depend, and Anxiety), Mentalization (MentS._-S, MentS-O,

MentS- M), and Suicidal Ideation in the Adult Sample of Pakistan (N = 295)

CLOSE ANXIETY DEPEND MentS MentS-S MentS-O MentS-M Suicidal
Attachment Style -0.10 19
CLOSE - -25" 407 18" 25" .01 07 -13
ANXIETY - -46" 147 42" A1 23" 26"
DEPEND - -.06 317 <—-.001 -.05 -14
Ment$ - 52" 72" 74" -.06
MentS-S - —04 <.001 14"
MentS-O - 54" <.001
MentS-M .02
Suicidal

Note. MentS = Mentalization, MentS-S = Mentalization of Self, MentS-O = Mentalization of Others, and
MentS-M = Motivation of Mentalization

*p<0.01,*p < 0.05.
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Table 4
Multiple Regression Analysis for Attachment Style, Mentalization, and Suicidal Ideation
Variables B SE Df F T ?
Constant 1.24 0.78 1.59 0.11
Attachment 0.20 0.62 1 3.33 3.23 <.001
Style
Mentalization -0.15 0.20 2 5.83 -0.75 45

Note. (p < 0.01), B = Unstandardized beta coefficient, SE = Standard Error, Df'= Degrees of Freedom, F'= F-sta-

tistic, ¢ = t-value, p = Significance Level
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Table 5
Simple Linear Regression Between Anxiety Attachment and Self-Mentalization (N = 294)
Model R R’ Adj R? Std. Error of the
Estimate
1 442° 17 17 6.23

Note. R = Correlation Coefficient, R”’= Coefficient of Determination, 4dj R”= Adjusted R-squared, * Predic-

tors: (Constant), Anxiety Attachment
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Table 6
Simple Linear Regression Between Anxiety Attachment, and Self-Mentalization (N = 294)

Model Sum of Df Mean Square F ?
Squares
Regression 2468.53 1 2468.53 63.57 .00°
1 Residual 11376.26 293 38.82
Total 13844.80 294

Note. Sum of Squares = Total Variation, Df = Degrees of Freedom, Mean Square = Average Variation
(Sum of Squares divided by Df), F = F-statistic, Sig. = Significance Level, ® Predictors: (Constant),
Anxiety Attachment
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Table 7
Regression Coefficients of Self-Mentalization on Anxiety Attachment

B SE B t ?
Constant 32.79 1.23 26.59 <0.001
ANXIETY -.46 .05 —.42 -7.97 < 0.001

Note. B = Unstandardized Beta Coefficient, SE = Standard Error, 4 = Standardized Beta Coefficient, # =
t-value, p = Significance Level
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Table 8
Mediation Model for the Effect of Attachment Style on Suicidal Ideation Through Mentalization

Direct Effect
95% CI
B SE T P LL UL
0.20 0.06 3.23 <.001 0.07 0.32
Indirect Effect
95% CI
B SE LL UL
0.00 0.00 -0.00 0.02

Note. B = Unstandardized Beta Coefhicient, SE = Standard Error, t = t-value, p = Significance Level, LL
= Lower Limit of Confidence Interval, UL = Upper Limit of Confidence Interval
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Many researchers host surveys on online crowdsourcing platforms, such as Amazon’s Mechanical Turk (MTurk)
and Prolific. Online platforms promise a convenient way to meet sample size needs while drawing on diverse pools
that might not otherwise participate in science. Yet, the quality of data obtained from these platforms is often
questionable, so the collection must be closely monitored and reviewed. This study aimed to independently de-
termine which crowdsourcing pool best serves researchers who plan to recruit for online surveys. To achieve this
aim, we analyzed data from a recently completed study that drew participants from both MTurk and Prolific. We
screened the collected data for both cost and quality, focusing on measures of attention, duration, and internal
consistency. We found that only 9.89% of M Turk participants (/N = 354) and 43.34% of Prolific participants (/N =
345) produced high-quality data; Prolific also proved to be the more affordable option. Researchers considering
these platforms for recruitment may weigh the evidence to make decisions when developing their own recruitment
strategies. Finally, we highlight best practices for social scientists conducting online research, including additional
survey and screening techniques.
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Researchers have leveraged the internet for years,
during which the use of crowdsourcing platforms has
increased dramatically (Aguinis et al., 2021). Gosling
and Mason (2015) extolled the use of the internet for
research a decade ago, endorsing surveys conducted
through crowdsourcing platforms to reduce costs and
participant attrition. Moreover, it is just as easy now
for researchers to collect survey data from undergrad-
uates at their institution as it is to reach participants
overseas, thereby reducing long-standing generaliz-
ability concerns (Best et al., 2001; Gosling & Mason,
2015). Online surveys bridge international borders; as
of January 2023, 64.4% of the world’s population was
connected to the internet (Kemp, 2023). Yet, this ap-
proach to data collection has limitations, particularly
regarding data quality. The aim of the present study
was to investigate strengths of participant pools for so-
cial scientists to obtain high-quality data. To this end,
we analyzed data from a completed study drawing par-
ticipants from two major crowdsourcing platforms,
MTurk and Prolific, and evaluated both data quality
and cost.

History

Since 2005, Amazon’s Mechanical Turk (MTurk)
has promised to optimize efficiency, augment data
collection, reduce researcher cost, and grant access to
diverse participants (https://www.mturk.com/). Re-
searchers (e.g., Aguinis et al., 2021; Smith et al., 2015)
point to diverse participants, speed of data collection,
and low cost as reasons for MTurk’s widespread use.
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Yet, researchers have found that data quality and treat-
ment of diverse populations on these platforms can
suffer (e.g., Burnette et al., 2022). Indeed, Aguinis
and colleagues (2021) highlighted ten areas in which
MTurk is limited in its ability to collect high-quali-
ty data. These areas include participants lying about
personal information (e.g., Webb & Tangney, 2022),
lack of English fluency (e.g., Moss et al., 2021), and
gathering data from professional survey takers (e.g.,
Cheung et al., 2017), all of which can reduce effect siz-
es (Chandler et al., 2015; Newman et al., 2021). The
Webb and Tangney (2022) study serves as a provoca-
tive example of poor data quality collected via MTurk;
just 14 of their 529 participants were reportedly “hu-
man beings” (p. 1). Webb and Tangney (2022) are not
the only researchers to encounter of low-quality data
from crowdsourcing platform participants (Bai, 2018;
Simone, 2019; Stokel-Walker, 2018), and others have
been critical of crowdsourcing from MTurk (Barends
& Vries, 2019; Kennedy et al., 2020; Zack et al., 2019).

More recently, in 2014, Prolific came to the mar-
ket, similarly guarantecing a vetted, engaged, and
more diverse participant pool from numerous coun-
tries with an emphasis on ethical pay (Peer et al., 2017;
https://www.prolific.com/). Indeed, Prolific holds
great potential to overtake MTurk as the optimal
crowdsourcing platform (Palan & Schitter, 2018). Yet,
direct comparisons between the two have yielded con-
flicting—and sometimes biased-results. For instance,
Peer et al. (2017; 2022) portrayed Prolific as superior
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in terms of participant attentiveness, comprehension,
honesty, and reliability compared to MTurk and Clou-
dResearch, but both studies were funded by the Prolif-
ic company. Conversely, Litman et al. (2021) respond-
ed in a paper sponsored by CloudResearch, a company
that accesses M Turk participants and aims to improve
upon Amazon’s platform. Their results demonstrated
superior data quality on MTurk when paired with the
CloudResearch Toolkit. Given directly contrasting re-
sults, it is important to establish objective criteria to
fairly compare MTurk and Prolific recruitment, in-
cluding data quality and pricing.
Deciding between M Turk and Prolific
Cost

One basic and practical consideration is cost.
Prolific mandates that researchers pay their partici-
pants an ethical wage (Newman et al., 2021), which
is a minimum of $8 U.S. Dollars (USD)/hr (https://
www.prolific.com/). Meanwhile, MTurkers earn a
minimum pay of $0.01 USD per assignment (https://
www.mturk.com/). Prolific charges a higher platform
usage fee (25% base rate for academics) compared to
MTurk (20% base rate). However, Prolific includes
most participant specifiers (e.g., age or job) within
their base cost, whereas M Turk requires researchers to
pay additional fees. Therefore, when participants are
compensated equally, MTurk is cheaper until specifi-
ers are added for researchers recruiting a specific pop-
ulation (e.g., young adults). Since MTurk does not
enforce a minimum wage, researchers may pay partici-
pants less. Crump et al. (2013) found that higher wag-
es did not incentivize participants enough to provide
higher-quality results, but it did result in lower drop-
out rates. Conversely, Litman et al. (2015) showed that
monetary compensation is a primary driver for partic-
ipation, tying data quality to compensation rates, thus
directly contradicting findings by Crump and col-
leagues (2013).
Data Quality

Researchers also value the quality of their data
when using crowdsourcing platforms. Data quali-
ty is a term comprising many factors (Douglas et al.,
2023), operationalized herein as—on the high-quality
end-higher rates of passing attention checks and task
completion combined with lower rates of lying and
deception. Multiple methods are often combined to
make conclusions about data quality (Douglas et al.,
2023). Some techniques—often used in tandem with
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others—include attention checks, survey duration, and
internal consistency.

Most studies employ attention checks (Douglas
et al,, 2023). To evaluate attention, survey designers
may ask participants to make a forced response, write
an open-ended response demonstrating understand-
ing, or perform unrelated tasks like math—though
they vary in effectiveness (Abbey & Meloy, 2017).
That said, checks like these are not without detractors.
Hauser et al. (2018) demonstrated that manipulation
checks can confound results, particularly when imple-
mented incorrectly (e.g., attention question placement
is not randomized).

Another indicator researchers can use to deter-
mine data quality is survey duration (Teitcher et al.,
2015). By comparing individual participant survey du-
rations to the average and pilot data, researchers can
identify outlier durations (Matjasi¢ et al., 2018). Par-
ticipants who respond far too quickly can be identified
as suspicious and of low quality (e.g., Goodrich et al.,
2023).

A third way to evaluate data quality is through in-
ternal consistency (e.g., Douglas et al., 2023). One way
to evaluate internal consistency is through Cronbach’s
alpha («) (Cortina, 1993), as random responding con-
tributes to low values (Fong et al., 2010). When values
are low (see Cortina, 1993), especially compared to val-
idated standards of a measure, researchers should be
skeptical about the overall reliability of their data.
Previous MTurk and Prolific Comparisons

A few independent studies have been conducted
to directly compare MTurk and Prolific, demonstrat-
ing Prolific as superior. Albert and Smilek (2023) ob-
served greater disengagement among MTurk partici-
pants compared to those on Prolific, though they only
included high-performing MTurk users. While using
participants identified by the platforms as high-qual-
ity can be beneficial for getting attentive participants
(Lu et al., 2022), it limits random selection and naive
respondents—those who are unfamiliar with certain
measures (Matthijsse et al., 2015). In another direct
comparison, Douglas and colleagues (2023) conducted
an independent analysis across M Turk, Prolific, Clou-
dResearch, SONA, and Qualtrics with a well-powered
500 participants per pool. They concluded that Prolif-
ic and CloudResearch outperformed the other pools
in terms of data quality, with no substantial differences
between the two; both outperformed the unmodified
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MTurk. They also highlight other relevant details,
such as the price per quality participant, wherein Pro-
lific ($1.90) was cheaper than CloudResearch ($2.00)
and MTurk ($4.36). Yet, similar to Albert and Smilek
(2023), Douglas et al. limited participants by only al-
lowing those who had already completed 100 surveys,
thereby rejecting naive participants. The authors fur-
ther suggest that their results ought to be regularly
replicated, as pool demographic compositions fluctu-
ate over time. The present study builds on these prior
works by directly comparing M Turk and Prolific with-
out pre-established participant quality standards.
Current Study

The current study aimed to directly compare
the quality and cost of data gathered from identical
surveys posted on MTurk and Prolific. Most previ-
ous studies comparing MTurk have pre-screened for
high-performing users, limiting naive participants. In
contrast, our study compared recruitment between
MTurk and Prolific with naive and non-naive partic-
ipants, representing the recruitment efforts commonly
seen in contemporary research. Secondary data analy-
ses were conducted on data collected in a previously
completed study. Ultimately, we sought to answer the
research question: How do cost and data quality from
participants recruited from M Turk and Prolific differ
without pre-screens in place? This question was an-
swered using a thorough screening process influenced
by prior research crowdsourcing data quality.

Method

Participants

For the MTurk sample (% = 354), most partici-
pants were White (81.64%), heterosexual (82.49%),
and male (61.30%), with an average age of 26.18
years (SD = 4.54). For the Prolific sample (z = 345),
most participants were White (77.08%), heterosexual
(63.03%), and female (67.05%), with an average age of
22.20 years (SD = 2.03).
Procedures

This study utilized data collected through Qual-
trics on MTurk and Prolific platforms. The current
study aimed to compare samples drawn from MTurk
and Prolific for a broader study (see more https://osf.
io/2n8ge), which was approved by the IRB at Saint
Louis University. Two identical surveys—differing only
by the inclusion of an ID number for MTurk partic-
ipants—were launched on the morning of April 15,
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2022. Inclusion criteria required participants to be En-
glish-speaking young adults aged 18-25 and living in
the United States.

Participants were told that they would be pro-
viding the company ‘OCEAN’ with feedback on
their newly developed dating application rooted in
personality. In reality, the study aimed to investigate
participant preferences for romantic partners based
on perceived personality and weight. Nevertheless, we
subjected participants to a realistic process of testing a
dating app which allowed them to create an OCEAN
profile, rate eight random profiles, provide qualitative
and quantitative feedback on the “app,” and rate 34
images as high or low in BMI/weight. All participants
were compensated $2 USD for approximately 15 min-
utes of work ($8 USD/hr rate).

Measures
Big Five Factor Model of Personality

The Mini-IPIP (Donnellan et al., 2006), a mea-
sure based on the Big Five Factor Model of Personal-
ity (Goldberg, 1999), was included as a component
of the profile-building process to assess personality
and induce psychological realism. The Mini-IPIP has
demonstrated strong validity and internal consisten-
cy as a personality inventory (Donnellan et al., 2006).
This measure was used to compare internal consis-
tency before and after the screening process through
Cronbach’s o levels.

Demographics

Demographics were gathered through the pro-
file-building process. Data included age, race, gender
identity, sexual orientation, height, weight, and mari-
tal status.

Duration Data

Total survey duration captured via Qualtrics was
used to compare quality before and after the screening
process. Based on pre-launch trials, participants were
expected to take a maximum of 15 minutes to com-
plete the survey.

Data Quality Screening Process

The data screening process was inspired by the
Webb and Tangney (2022) study, wherein participants
were screened out in a step-by-step process and re-
moved from the participant pool. The calculations for
the cost of each high-quality respondent were inspired
by Douglas et al. (2023).

The sequential screening process consisted of four
steps: (1) age, (2) self-reported seriousness, (3) sensible
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open-ended responses, and (4) other sensible respons-
es.

Participants outside the age inclusion criteria be-
tween 18-25, inclusive, were screened out. Then, the fi-
nal question of the Qualtrics survey asked participants:
“How seriously did you take this survey?” Responses
ranged from 1-5, with 1 being “not very serious” and 5
being “very serions.” Those who admitted to not tak-
ing the survey seriously were screened.

Two open-ended questions were analyzed to
screen for unreasonable and duplicate responses. One
of these questions asked participants to “Please brief-
ly summarize the purpose of this survey,” following
the consent form (on a separate page). The second,
towards the end, asked participants to “Provide any
remaining thoughts on OCEAN here.” Criteria for
what was considered reasonable were developed « pri-
ori using manifest content analysis (Graneheim et al.,
2017). Responses that were marked correct must have
mentioned the words “develop,” “personality,” “test,”
“algorithm,” or “dating app” and sufficiently explain
the purpose of the study. Exactly identical response
featured exactly the same words, spelling, capitaliza-
tion, and punctuation were also screened out.

Two additional metrics were used to refine partic-
ipant quality based on congruence. First, participants
were asked to rate 34 images as high or low in BMI
(https://ost.io/2n8ge). Two images (one male and one
female) were presented twice to measure consistency.
Second, participants who provided impossible heights
and weights were screened.

» «

Results

Data Quality on MTurk versus Prolific

Results from the screening process are summa-
rized in Table 1 and explained below.
Age

Of the 354 MTurk and 345 Prolific participants,
125 of the MTurk participants reported an age out-
side the restricted age range on the survey. This left 229
(64.69%) M Turk and 345 (100%) Prolific participants
for analysis, totaling 82.12% of the sample.
Seriounsness

Two MTurk participants did not respond to this
question, and one individual on the Prolific survey re-
ported a rating of 2, meaning they did not take it seri-
ously. This left the participant count at 227 (64.12%)
for MTurk and 344 (99.71%) for Prolific, or 81.69% of
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the total.
Sensible Open-Ended Responses

About a third (113) of the remaining Prolific
participants were removed for illogical or incorrect
responses on one or both of the open-ended ques-
tions. An example of this type of response includ-
ed, “the whole body of salt water that covers nearly
three-fourths of the earth.” As a result, 80 (22.60%)
MTurk participants and 231 (66.96%) Prolific partic-
ipants remained, or 44.35% of the total sample. Next,
identical responses were removed. For example, the
response “OCEAN developers to improve the algo-
rithm of their new dating app.” appeared three times
on MTurk. This affected participants in both pools
such that 64 (18.08%) M Turk and 229 (66.38%) Pro-
lific participants, or 41.92% of the total, remained.
Other Seunsible Responses

First, participants were screened for inconsistent
responses to identical questions. Of the remaining par-
ticipants, just 38 (10.73%) M Turk and 153 (44.35%)
Prolific participants, or 27.32%, were consistent in rat-
ing both sets of images at this stage. Next, participants
were screened for impossible heights and weights. This
affected three participants on MTurk for entering:
(1) 8 feet 8 inches while weighing 120 pounds, (2) a
height of 1 foot 1 inch tall, and (3) a weight of 154324
pounds. After this step, 35 (9.89%) MTurk and 153
(44.35%) Prolific participants remained, representing
188 of the initial 699 (26.90%).
Internal Counsistency

Table 2 compares internal consistency on the
Mini-IPIP between M Turk and Prolific alongside the
original psychometric study (Donnellan et al., 2006).
Both the Prolific and MTurk a values improved sub-
stantially after screening. Although Prolific scores
generally began higher, both the MTurk and Prolific
pre-screen data would be considered unreliable (Cor-
tina, 1993). Moreover, after screening, all of the a val-
ues were higher for Prolific except for Intellect/Imag-
ination. As a result, the evidence would support the
post-screen reliability in Prolific but not MTurk due
to values below .70 (Cortina, 1993).
Duration

Total survey duration was used to compare qual-
ity before and after the participant screening process.
Based on pre-launch trials, participants were expected
to take up to 15 minutes to complete the survey. The
times that participants took on MTurk before (Mdn
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= 10 minutes and 20 seconds) and after (Mdn = 10
minutes and 18 seconds) screening were slightly longer
than the times that participants took on Prolific before
(Mdn = 8 minutes and 47 seconds) and after (Mdn =
9 minutes and 2 seconds) screening. Using 2 SDs from
the mean in each sample as a metric to compare speed
(Matjasi¢ et al., 2018), no responses on either MTurk
or Prolific were considered outliers in the “fast” direc-
tion. While a handful of slow outliers were present,
this was not meaningful to this study, as participants
had the freedom to open the survey and complete it
the following day.
Cost

Prolific was cheaper based on the total cost com-
pared with MTurk. Costs included the direct payment
to participants, the base hosting fee paid to the plat-
form, additional specifier fees, and taxes. A total of
$1,155 was paid to MTurk, compared with $979 for
Prolific, a difference of $176. The difference comes
primarily from MTurk’s “Premium Qualifications”
fee, which cost $0.50 extra per participant to recruit
only participants aged 18-25. The cost per high-quali-
ty participant was also calculated by dividing the total
cost by the respective number of users who produced
high-quality data (Douglas et al., 2023). Prolific ($6.40
per high-quality participant) was still cheaper than
MTurk ($33 per high-quality participant).

Discussion

The aim of the current study was to compare
the practical and data-driven differences between
two popular participant pools, MTurk and Prolific,
building upon work by Douglas et al. (2023), Webb
and Tangney (2022), and others. Data analyzed in this
study were drawn from a completed study conducted
primarily to make conclusions about online dating
behavior in young adults, with data collected across
two crowdsourcing platforms: Amazon’s Mechanical
Turk and Prolific. This comparison sought to under-
stand the cost and quality of data gathered across both
platforms. Based on pricing and data quality—assessed
through attention checks, duration, and internal con-
sistency—Prolific proved to be the superior crowd-
sourcing platform compared to MTurk for these sam-
ples. Nonetheless, Prolific still demonstrated notable
room for improvement within this sample.

In this study, only about a quarter of the sample
produced high-quality data. Of the 188 that remained
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after screening, most (7 = 153) came from Prolif-
ic, compared with MTurk (7 = 35). Nearly 18% of
MTurk participants fell outside the inclusionary age
range—despite the added cost—an effect also observed
by Webb and Tangney (2022). As a result, even the
mean age (26.18) was outside of the inclusion criteria
range (18-25). Internal consistency further supported
Prolific; Cronbach’s a values were higher for all factors
except for Intellect/Imagination. Notably, the change
in a values after screening demonstrates that partici-
pant exclusion based on data quality can alter conclu-
sions, an idea supported by previous research (DeSim-
one & Harms, 2018). Finally, duration of the survey
appeared equivalent for Prolific and MTurk.

Prolific also outperformed M Turk on cost. On an
absolute basis, Prolific was cheaper ($979 USD) com-
pared to MTurk ($1,155 USD) for gathering the same
number of participants (7 = 350). While compensation
for the participants was held even ($2), the host fees
and specifier charges led to the observed differences. A
steep increase in cost may lead to a moral conundrum
in which researchers may lower participant wages to af-
ford the hosting of their survey. As a better alternative,
we recommend opting for a cheaper platform, which
depends on exclusion criteria (i.e., base rate and the
need for specifiers). On a relative basis, Prolific was still
the cheaper option. As determined through the cost
per high-quality participant, MTurk participants ne-
cessitated $33 compared to $6.40 for Prolific partici-
pants. Effectively, we paid MTurk five times the U.S.
dollar value for fewer “usable” participants. Based on
this detailed comparison of the samples gathered, the
authors perceive Prolific as the winner in this direct
comparison between M Turk and Prolific.
Limitations & Future Directions

Several platform capabilities were not tested in
the present study. This study was not longitudinal,
so the tools that both companies offer for this type of
research could not be compared as they have in other
studies (e.g., Henderson et al., 2021; Kothe & Ling,
2019; Paas et al., 2018; Stoycheft, 2016). Additionally,
this was an experimental psychology study that took
around 15 minutes to complete. There is reason to
believe that studies presented in different fields (e.g.,
Follmer et al., 2017; Reid et al., 2022; Wagner et al.,
2021) and durations (e.g., Aguinis et al., 2021; Hamby
& Taylor, 2016) may find different success with each
platform.
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Additionally, it is difficult to determine the source
of low-quality data. It is quite common to read papers
that describe the data spoilers as “bots” (e.g., Goodrich
et al., 2023; Stokel-Walker, 2018; Webb & Tangney,
2022). However, deeper dives suggest that interna-
tional participants, not “bots” or computer programs,
are a primary source of lower data quality (Moss et al.,
2021). International participants are often excluded,
so they may lie about demographic information (e.g.,
native language and current location), which can con-
found results (Dennis et al., 2020). It is reccommended
that further research be conducted on these topics.
Moreover, a reproduction of this study is warranted to
evaluate ever-changing pools.

Recommendations for Researchers

As researchers develop increasingly sophisticated
methods to detect low-quality data or robots, partic-
ipants and programmers evolve strategies to evade de-
tection. While there is no perfect solution, steps can
be taken by researchers and crowdsourcing companies
to improve the science generated on these platforms
by filling their online surveys with relevant attention
checks, participant verifiers, and logic.

Goodrich et al. (2023) recommend considering
embedded survey components, including CAPT-
CHA, honeypot questions, and institutional knowl-
edge checks to improve participant screeners. CAPT-
CHAs (Completely Automated Public Turing test
to tell Computers and Humans Apart) vary in form,
including checking the “I’'m not a robot” box, select-
ing all of the pieces of the stoplight in a given picture,
or decoding distorted letters (Moradi & Keyvanpour,
2015). Honeypot questions are ones embedded and
hidden in surveys, making them invisible to human
survey takers but visible to robots (Goodrich et al.,
2023). It one is answered, you have good evidence that
your survey was answered by an actual robot. Finally,
institutional knowledge can be checked in a similar
way to the aforementioned logic check implemented
in the present study. Goodrich and colleagues (2023)
suggest a question about the participant’s zip code and
then a follow-up about a nearby landmark, such as the
closest university.

IP addresses can also be used to vet participants
who have signed up more than once in one location
(Aguinis et al., 2021). Unfortunately, several draw-
backs are present when collecting IP addresses. Ano-
nymity is violated, prohibiting a guarantee of identity
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protection. Moreover, even if identifiable data are se-
cured, as they should be, this check would not guaran-
tee that the participant is only completing the survey
once. Most survey takers know that they can use free
VPNs (Virtual Private Networks) that allow them to
appear, to internet service providers, as if they are in
different places across the world (Dennis et al., 2020).
This also may unfairly disqualify multiple individuals
who use the same device to participate, such as pub-
lic library computers or devices shared between family
members.

Aguinis and colleagues (2021) recommend con-
sidering response speed and consistency in the process
of screening participants. Apart from reviewing the
entire survey time, which should fall around a certain
predetermined duration based on trials, researchers
can look at individual question response times. It is
unlikely that participants could respond to certain
questions in under a second (Wood et al., 2017) un-
less they are extremely familiar with a given measure or
the objective is to respond rapidly. Therefore, tracking
question response time, can alert researchers to suspi-
cious data. Moreover, inattentive participants can be
identified if they mark the same response several times
in a row (e.g., “strongly agree” for all ten questions on
a given measure; Aguinis et al., 2021). Several methods
exist to analyze response patterns of this sort that may
be used to flag bots (DeSimone & Harms, 2018; Dunn
etal., 2018).

Finally, researchers should become aware of tech-
niques not implemented in this study or discussed
herein to identify participants who supply low-quality
data, lie about answers, or submit multiple responses.
Several researchers have done excellent work in com-
piling recommendations, which should be reviewed in
tandem with reflection on this paper (Aguinis et al.,
2021; Goodrich et al., 2023; Hunt & Scheetz, 2019;
Hydock, 2018; Kennedy et al., 2020; Newman et al.,
2021; Sauter et al., 2020; Stanton et al., 2022).
Conclusion

This study leveraged a screening process similar to
Webb and Tangney (2022), with heavy influence from
Douglas et al. (2023), to compare MTurk and Prolific
recruitment potential based on data quality and cost.
Based on these metrics, Prolific outperformed MTurk
for recruitment. However, while Prolific outperformed
MTurk on our survey, researchers with different pro-
tocols may observe different results. Most meaningful-
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ly, researchers ought to critically evaluate the impact

that using low-quality data in publications may have

on societal outcomes for generations. As we found
surprisingly few high-quality participants across both

Prolific and MTurk, it is clear that improved survey

methodologies are warranted regardless of platform.

With this in mind, researchers should incorporate sur-

vey strategies demonstrated in this work as well as the

highlighted best practices from other researchers.
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Table 1

OCONNELET AL.

Summary of Results from the Screening Process

Screener Steps MTurk (7 = 354) Prolific (n = 345) Total (2 = 699)
Age 229 (64.69%) 345 (100%) 574 (82.12%)
Seriousness 227 (64.12%) 344(99.71%) 571 (81.69%)
Open-ended 64 (18.08%) 229 (66.38%) 293 (41.92%)
Other Sensible 35(9.89%) 153 (44.35%) 188 (26.90%)
Cost
Total Cost $1,155 $979 $2,134
Cost per high-quality participant ~ $33 $6.40 $11.35
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NAVIGATING MTURK & PROLIFIC
Table 2

Reliability Metrics for the Validated Mini-IPIP (Donnellan et al., 2006), M Turk, and Prolific

Mini-IPIP MTurk Prolific
o Mean SD ¢« Mean SD o Mean SD
Before .35 294 .76 42 2.82 .26
Extraversion 77 3.28 .90
After 80  2.67 21 86 272 .26
Before .29 3.26 .82 S1 402 .23
Agreeableness 70 4.01 .69
After 72 374 36 78 399 21
Before .26 3.13 .79 38 358 .30
Conscientiousness 69 342 78
After 38 3.58 24 77 3.56 34
Before .002 2.88 .83 41 295 .38
Neuroticism .68 2.54 .80
After S57 278 37 78 291 .39
Intellect/ Before .52 298 .64 37 400 .12
o .65 3.70 .73
Imagination After .83 352 .05 73 399 .12

Note. “Before” signifies the data prior to screening, and “After” signifies the data following screening.
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Relationship with and Prediction of Emotional Distress
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People experiencing emotional distress struggle with cognitive and motivational decline, which has been correlat-
ed with patterns of careless responding. Although several methods have been used to detect careless responses in
emotionally distressed respondents, the response time has not been widely explored. The current study conducted
secondary data analyses on a sample (N = 37,819) who completed the Depression Anxiety Stress Scale (DASS-42)
in an online survey between 2017 and 2019. First, a response-time-based approach——a normative threshold meth-
od-—was used to identify careless responding and examine its association with emotional distress using the DASS-42.
Second, four machine learning models——decision tree (DT), random forest (RF), support vector machine (SVM),
and naive Bayes (NB)-—were trained on DASS-42 item responses and response times to predict emotional distress
severity level. A significant correlation was found between the number of careless responses and subscale scores of
anxiety and stress. In addition, Mann-Whitney U'tests showed statistically significant differences between careless and
careful responders in depression, anxiety, and stress. Regarding the machine learning models, SVM was found to be
the best predictive model for classifying distressed people with an accuracy, sensitivity, and specificity exceeding 90%.
Our results suggest that, in addition to survey responses, response time can identify careless responders and predict

distressed responders.

Keywords: Response time, machine learning, psychological distress, careless responding

Computerized self-report measures have revolutionized
the administration of psychological measures by offering
researchers and clinicians a more efficient and convenient
means of collecting data. However, the potential of com-
puterized testing has yet to be fully realized. Additional data
available in computerized testing (e.g, response time), which
are not available through traditional pen-and-paper admin-
istration, offer significant contributions to the psychometric
utility of these tests. Response time is recognized for its ability
to provide a broader representation of responses, going be-
yond the responses themselves (van der Linden et al., 2010).
It has considerable potential to reveal psychometrically rel-
evant information, assess profile validity (ic., the extent to
which an individual’s test score represents the true level of
the trait or ability being measured), and develop increasingly
precise and accurate adaptive testing methods.

Emotional Distress and Response Behavior

There is strong evidence to suggest the impact of emo-
tion on performance on cognitive tasks in the cognitive psy-
chology literature (e.g,, Castaneda et al., 2008, 2011; Eysenck
et al., 2007; Gross, 2015; Hubbard et al., 2016). Given that
emotion and cognition interact to impact behavior, it is
necessary for experimental researchers to consider how this
interaction may impact the quality of self-report data in vari-
ous contexts. For example, research indicates that individuals
with greater levels of emotional distress have biases in their
self-report data linked to this level of emotionality (Ashley
& Shaughnessy, 2021; Conijn et al,, 2020). Furthermore,
researchers are often interested in measuring emotion itself.
The Profile of Mood States (POMS; McNair et al., 1971),
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the Multiple Affect Adjective Checklist (MAACL; Zucker-
man & Lubin, 1985), the Positive and Negative Affect Scale
(PANAS-X; Watson & Clark, 1994), and the Depression
Anxiety and Stress Scale (DASS-42; Antony etal., 1998) are
frequently used self-reports that measure various aspects of
emotional states. When a participant completes such self-re-
ports, they are engaging in a cognitive task (i.e., completing
the survey itself) that involves emotional content (ie., the
item content) which may interact with or influence the
emotional or cognitive state of the participant, such as insti-
gating a heightened emotional response or engagement in
emotional regulation strategies (Castaneda et al., 2008; Got-
lib & Joormann, 2010; Gross, 2015; Hubbard et al., 2016;
Sun & Alkon, 2014). Despite recent research, gaps exist in
our understanding of how emotion and cognition interact
to impact response behavior on surveys.

Cognitive symptoms of emotional distress can impact
data quality on self-report measures. Self-report surveys re-
quire a degree of effort to complete, and factors that com-
promise sustained effort may impact survey response styles.
Several theoretical models have been applied to understand
the relationship between emotion and cognition in response
behavior. For example, cognitive bias literature suggests that
mood-congruent information increases working memory in
depressed individuals; that is, they have a bias to pay atten-
tion to information that reaffirms their depressive cognitions
(Hubbard et al., 2016). However, drawing on cognitive be-
havioral theory, Ashley and Shaughnessy (2021) proposed
that individuals with depression engage in avoidance be-
haviors when completing surveys, adopting strategies that
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reduce the impact of distressing survey content by minimiz-
ing effort, attention, and time to completion. This calls into
question whether self-reports of emotional distress are re-
sponded to with heightened attention due to the mood-con-
gruent nature of the items, or with inattention (i.c., careless
responding) due to concentration difficulties and avoidance
behaviors characteristic of depression, anxiety, and stress
symptoms. It is recognized that the cognitive impairments
associated with depression, anxiety, and stress impact how
these individuals respond to self-report measures, potentially
threatening their profile validity and rendering scores inac-
curate (Ashley & Shaughnessy, 2021; Conijn et al., 2020).
Studying the patterns of response behavior on self-report
measures in emotionally distressed respondents may clarify
how their cognitive symptoms are impacting their survey re-
sponses and provide an effective way to assess profile validity.

Careless responding tends to be higher in populations
with mental health concerns, with rates ranging from 6.0%
(LePagea et al., 2001) to 12.6% (Conijn et al., 2015). More-
over, findings indicate that those with more severe psycho-
pathology are more likely to show aberrant response styles
(Conijn et al., 2015, 2018; Keeley et al., 2016; Wardenaar et
al., 2015). Comorbid anxiety and depression appear to be as-
sociated with even greater aberrant responses because of the
interacting effects of the two forms of psychological distress
on working memory capacity (e.g., Beaudreau & O’Hara,
2009). The relationship between anxiety alone and response
bias is less clear (Ferreri et al, 2011; Salthouse, 2012), possibly
because those with anxiety do not consistently exhibit cogni-
tive symptoms (Castaneda et al., 2008). Conijn et al. (2020)
proposed and tested a theoretical explanation for careless
responding in clinically depressed and anxious populations.
They argued that cognitive symptoms of depression, spe-
cifically concentration, comprehension, and memory, limit
cognitive abilities and make aberrant responses more likely
(Hubbard et al., 2016). In testing their model, they found
that cognitive symptoms mediate the relationship between
depression or anxiety and response biases. Another study in-
dicated that higher levels of anxiety, distress, and sadness were
associated with inattention on surveys (Ashley & Shaugh-
nessy, 2021).

When researchers fail to detect and report instances
of careless responding, it impacts findings, jeopardizing the
overall quality of knowledge production in the field. This
threat to the psychometric properties of self-report measures
has been reported and studied by many researchers, and its
relevance to clinical settings has been explored (e.g., Cuijpers
et al,, 2010; Keeley et al,, 2016; Tada et al,, 2014). When
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self-report questionnaires are used diagnostically, clinicians
base their clinical decision-making and diagnosis on informa-
tion that may overestimate or underestimate symptom se-
verity (Keeley etal., 2016). Given the findings from previous
research and the psychometric utility of attending to careless
responding, a clear understanding of careless response detec-
tion is needed.

Approaches to Understanding Response Behavior

There are a variety of approaches to detect careless re-
sponding (sec Ward & Meade, 2023, for review). Proactive
indices are those that place items within the survey itself to as-
sess inattention, such as “Because Iam paying attention, I will
answer this question with ‘Very litrle” (Ashley & Shaugh-
nessy, 2021, p. 4). However, these single-item proactive in-
dices provide little contextual information about the pattern
of careless responding throughout an entire survey. Reactive
indices are those that flag inattentive responders through de-
tection of careless response styles during data cleaning and
analysis phases, such as longstring detection (i.e., the selection
of the same response option for several consecutive respons-
es), and participant-specific reliability (i.., the consistency of
a participant’s responses on items measuring the same trait;
Ashley & Shaughnessy, 2021). Curran (2016) noted that the
use of a single response style approach is insufficient to detect
careless responders because they may have response style pat-
terns that are detectable with some approaches but not oth-
ers. For example, participants who use a longstring response
style would have high participant-specific reliability and
would not be identified by detection approaches designed
to detect even-odd response styles where participants select
extreme ends of a scale (Meade & Craig, 2012). To account
for this diversity in response styles, researchers have suggested
that the use of multiple detection approaches is necessary to
identify careless responders (Ashley & Shaughnessy, 2021;
Curran, 2016).

In their review of careless responding, Ward and Me-
ade (2023) suggest that extensive screening methods may be
necessary when analyzing large datasets or with populations
that are more likely to engage in careless responding, such as
emotionally distressed individuals. For example, Ashley and
Shaughnessy (2021) found that proactive items and short
survey response time were associated with negative emotion-
al states (i, sadness, anxiety, distress) while other detection
methods (e.g., longstring, participant-specific reliability)
were not.

Response Time Approaches

Response time approaches, which operate on the as-

sumption that careless responders will have unreasonably
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rapid survey response times consistent with the motivation
to finish the survey quickly, have received considerable review
within the literature (Ashley & Shaughnessy, 2021; Curran,
2016; Jones et al., 2022; Ward & Meade, 2022). Research-
ers have identified that response time has the potential as a
detection method on computerized tests because it is more
difficult to manipulate than other methods (e.g., longstring,
participant-specific reliability; Curran, 2016). For example,
careless responders who wish to appear as careful may be
motivated to provide response patterns that mimic normal
responses (e.g,, selecting responses consistently at one end of
the scale with enough variability to avoid pattern detection of
longstring and even-odd styles). Due to their desire to finish
the survey quickly, however, they will likely still have shorter
response times than careful responders, as demonstrated by
Schnipke and Scrams (1997).

Careless and careful responders exhibit distinct distri-
butions in response time, with an initial spike in response
time distribution attributed to the former. Curran (2016)
used simulated data to explore distributions of response time
in careless and careful responders and highlighted consider-
ation of Type I (i.., falsely identifying a careful responder as
careless) and Type II errors (i.e., falsely identifying a careless
responder as careful) in establishing cut-off scores due to the
significant overlap between distributions. Researchers have
used various calculations to determine cut-off scores, includ-
ing 1.5 quartiles above or below the median (Funke, 2016),
two standard deviations above or below the mean (Heerwe-
gh, 2003), one standard deviation above or below the mean
(Ashley & Shaughnessy, 2021), and various percentiles (e.g.,
first percentile, fifth percentile; Gummer & RofSmann,
2015; Harms et al., 2017). Some researchers have explored
cut-oft scores on an individual item level. For example, a
2-second-per-item cut-off score is considered a conservative
approach, limiting Type IT errors at the cost of missing some
careless responders (Bowling et al., 2016; Huang etal., 2012).

Several methods have been used to determine response
time thresholds for individual items, including a two-state
mixture model (Schnipke & Scrams, 1997), surface-level
characteristics of items (i.c., character count; Wise & Kong,
2005), and visual inspection of the response time-frequency
distribution (Wise, 2006). These three approaches tend to
identify similar item response time thresholds (Kong et al.,,
2007). Considering that items vary in the amount of text or
how mentally taxing they are, what may be classified as rapid
responding varies by the item. This implies that greater accu-
racy of careless response detection may be gained by identify-
ing a normative threshold specific to each item, rather than
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using a general response time threshold applied to all ques-
tions as has been done previously (Huang et al., 2012; Wise
& Ma, 2012). The normative threshold approach involves
the use of response time cut-off scores to identify individual
items that are responded to carelessly (Wise & Ma, 2012).

Response time approaches have been of limited utili-
ty in psychological research compared to other careless re-
sponding detection methods because this metric is typically
available at a page or survey level (Ashley & Shaughnessy,
2021; Ward & Meade, 2023). However, with item response
time available at the item level, researchers and clinicians
can gain precision in identifying response time patterns of
careless responders in emotional distress. The greatest con-
tribution of item response time to the careless responding
literature might be its potential to detect careless responders
regardless of the responders’ specific response style (e.g., long
string), which gives researchers detailed information on sur-
vey response patterns while blocking respondents’ attempts
to mask their response style (Curran, 2016).

Computerized surveys that provide access to response
time at the item level also create opportunities for more so-
phisticated analyses. For example, computerized adaptive
testing uses an algorithm to select items based on previous re-
sponses to gain efficiency and precision in the measurement
of the ability or trait with the administration of fewer items
(Wise, 2020). Companies that produce widely used psycho-
logical measures are increasingly moving to computerized
adaptive formats for reduced testing time and ease of admin-
istration and scoring (Forbey et al., 2012). Wise (2020) notes
that traditional approaches to computerized adaptive testing
in education, which use only item difficulty in adaptation
algorithms, could be expanded to use behavioral measures
such as response time to improve the precision and accura-
cy of measurement. Computerized adaptive testing relies on
advanced modeling, such as machine learning approaches,
which can be used to examine response and response time
patterns to predict emotional distress.

Machine Learning Approaches to Predict Emotional
Distress

Several researchers have used machine learning methods
with item response data to explore patterns that inform psy-
chologists about how emotionally distressed individuals re-
spond to self-report surveys. This line of research stems from
machine learning’s ability to capture subtle patterns not ev-
ident through traditional approaches and its effectiveness in
handling the complex interactions and dependencies among
variables, which are likely to be common in psychological
assessment data collected by surveys such as the DASS. For
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example, Budiyanto et al. (2019) used text mining from so-
cial media posts to measure depression and anxiety using a
closed-loop machine learning approach, with an NB algo-
rithm as a training process and the DASS-21 parameters as a
learning process. From this approach, Budiyantoetal. (2019)
demonstrated the usefulness of machine learning methods
to collect novel information about emotional distress. Oth-
er studies have found that various machine learning models
are useful in predicting depression, anxiety, and stress from
the DASS-42 and DASS-21, with some machine learning
models showing greater accuracy and efficiency than others
(Kumar etal., 2020; Priya et al., 2020; Srinath et al., 2022).

Kumar etal. (2020) predicted five severity levels of emo-
tional distress by investigating eight machine learning algo-
rithms trained on DASS-42 item responses, and then the
same methods were applied to a second DASS-21 dataset.
The results showed that these models could be used to pre-
dict emotional distress, with accuracy rates between 96.02%
and 97.48% for the subscales (Kumar et al., 2020). Priya et al.
(2020) applied five machine learning models trained on item
response data, including DT, RF, NB, SVM, and K-near-
est neighbor, to predict depression, anxiety, and stress levels
from a sample of DASS-21 data. They found that the RF
classifier demonstrated the best performance, with accuracy
rates between 71.4% and 79.8% for DASS subscales. Srinath
et al. (2022) compared SVM and logistic regression using
parameter tuning to predict depression, anxiety, and stress
from DASS-42 item response data. They found that logistic
regression had the highest performance, with an accuracy of
98.15% for depression, 98.05% for anxiety, and 98.45% for
stress. In recent years, researchers have begun to explore the
utility of machine learning models using response time on
behavioral tasks (ie., perceptual matching task) and using
neuroimaging and physiological data (i.c., Magnetic Reso-
nance Imaging; Liu et al., 2022). These studies suggest that
machine learning has predictive potential within clinical and
counseling psychology. Moreover, Priya et al. (2020) noted
that the sensitivity and specificity afforded by machine learn-
ing models make these approaches particularly helpful with-
in healthcare contexts.
Current Research

Considering how often self-report is used to measure,
research, and reduce impairment from negative emotional
states such as depression, anxiety, and stress, further explora-
tion of careless response identification is needed to enhance
darta quality and continue to elucidate the impact of emotion
on cognitive tasks. While response time has been used as a
measure of response behavior (e.g., Kong et al., 2007), more
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study of careless response detection within emotionally dis-
tressed populations is needed to determine effective ways to
identify and deal with potentially invalid data. In addition,
the use of machine learning approaches can facilitate the
identification of complex patterns and relationships that
may not be apparent through traditional statistical methods.
There is a recent body of literature on the use of machine
learning approaches to predict emotional distress using item
response data (e.g., Srinath et al., 2022). However, this study
proposes incorporating response time in addition to item re-
sponses, as response time can provide insights beyond the re-
sponses themselves (van der Linden etal., 2010). The present
exploratory study aims to address these gaps in the literature
by examining the relationship between careless responding
and emotional distress, as well as exploring the potential
utility of incorporating response time in machine learning
models for predicting emotional distress. In this paper, the
following research questions were investigated:

1. Is there an association between careless responding
and emotional distress (i.., depression, anxiety, and
stress)?

Can machine learning models identify emotionally
distressed people using item responses and response
time?

Methods

The DASS-42 is a well-established measure of emotion-
al distress with 42 items such as, “I felt that life was meaning-
less” in the depression subscale, “I was aware of dryness in my
mouth” in the anxiety subscale, and “I found that I was very
irritable” in the stress subscale on a scale of 0 (Did not apply
to me at all) to 3 (Applied to me very much or most of the
time; Lovibond & Lovibond, 1995). The subscales assess de-
pression (.= .97), anxiety (e.= .92), and stress (. =.95) as sep-
arate constructs with 14 items each, and each demonstrates
high internal consistency (Antony et al., 1998).

To address the research questions in this study, the data-
set was pulled from the Open Source Psychometrics Project
(2019), which offers public datasets. The survey was open
for anyone to complete, meaning the sample may include a
mixture of clinical and non-clinical populations. Participants
received only their personalized results in return for their par-
ticipation. The dataset was pre-cleaned upon download——
negative response times were recoded to missing values, and
milliseconds were transformed into seconds. Data analysis
was conducted using jamoviand R programming languages.
The sample consisted of 37,819 participants who completed
the online survey on a scale of 1 to 4 between 2017 and 2019,
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aged 13 to 79 years (M = 23.39, SD = 8.57). Sociodemo-
graphic characteristics of the sample are displayed in Table 1.
Question 1: Association between Careless Responding
and Emotional Distress

Figure 1 encapsulates the methodology employed to
address our primary research question. To answer our first
research question, we identified careless responses by calcu-
lating a normative threshold based on Wise and Ma’s (2012)
response time approach. Second, we classified participants as
careless or careful upon considering the total number of care-
less responses they exhibited. Third, we examined the asso-
ciation between the number of careless responses and emo-
tional distress scores. Finally, we conducted Mann-Whitney
U'tests to compare emotional distress scores between careless
and careful responders.

The normative threshold for an item is calculated as
“a percentage of the elapsed time between when the item
is displayed and the mean of the response time distribution
for the item, up to a maximum threshold value of ten sec-
onds” (Wise & Ma, 2012, p. 9). For example, if an item takes
amean of 60 seconds for participants to complete, the 10%
normative threshold (i.e., N'T10) would be six seconds. Vari-
ous normative thresholds can be compared to determine the
cut-off that yields the greatest accuracy for identifying care-
less responders (Wise & Ma, 2012). We chose to use the 20%
normative threshold (N'T20) based on literature showing
that this cut-off is appropriate for low-stakes environments
(Rios & Soland, 2021) and due to the positively skewed dis-
tribution of DASS-42 scores in the dataset. To calculate the
NT20, the mean response time was calculated for each item,
and 20% of the average response time served as the NT20
cut-off score. We recoded careless responses (i.c., responses
below the NT20 cut-off) as missing values. The reason be-
hind this is that previous studies have pointed out how the
presence of careless responses in the dataset can introduce
bias into estimates of item and person parameters (e.g., Guo
etal, 2016).

Various cut scores have been used to classify careful and
careless responders (i.c., demonstrating a substantial num-
ber of careless responses throughout the survey; e.g., Wise
& Kong, 2005). The purpose of the tool and the sample
under study are crucial factors in determining appropriate
cut scores. For example, a cut score of 20% was used in a low-
stakes assessment (e.g., Wise & Kong, 2005). When a survey
is used diagnostically for clinical purposes, prudent clinicians
must be confident that the data are not impacted by careless
responding, while putting more weight on other data sources
(ie., interviews) if the survey data have questionable validity
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(American Psychological Association, 2020). Stated another
way, increasing false positives (classifying careful responders
as careless) may be necessary for evaluating the validity of
clinically relevant data. Given that the survey in the current
study measures clinically relevant variables, a cut score of 10%
was chosen. By setting the threshold at this level, we aimed to
be inclusive enough to detect individuals who may exhibit
a notable pattern of inattentive responses across the survey
items. At the same time, the 10% threshold is chosen to avoid
categorizing individuals as careless responders when they
may, in fact, be providing thoughtful and considered answers
to the survey questions. Participants who showed between
0 and 4 careless responses within the DASS-42 items were
classified as careful responders (72 = 37,025), and participants
who showed between 5 and 20 careless responses were clas-
sified as careless responders (7 = 551). Participants with 20
or more careless responses were considered extremely careless
responders (7 = 243) and were excluded from analyses be-
cause their survey scores would have been significantly biased
by the severity of their careless responding. This is consistent
with previous literature that uses a S0% careless response rate
as a cut-off for removal from the dataset (Arias et al., 2020;
Curran, 2016).

Given that data from carelessly responded items is inval-
id and introduces bias (e.g., Guo etal., 2016), it is necessary to
recode these responses as missing values and compute scores
accordingly. Therefore, after identifying careless responses,
DASS-42 subscale scores were adjusted to represent only
carefully responded items by recoding these responses as
missing values and calculating the adjusted total scores. The
adjusted subscale score is the sum of the scores for careful-
ly responded items divided by the maximum possible total
score for those items. We presented the adjusted scores as
percentages to facilitate the interpretation of the results. For
example, if a participant had careless responses on three items
on the depression subscale (14 items), their depression sub-
scale score would be the sum of their scores on the remaining
carefully responded 11 items, with a score range of 11 (11 x
1 point) to 44 (11 x 4 points). If the participant scored 39 on
these 11 carefully responded depression items, their adjusted
subscale score in percentage would be calculated as follows:
39/44=0.87x100=87.

A Spearman correlation analysis was used to determine
whether an association exists between the number of careless
responses and emotional distress scores. Next, Mann-Whit-
ney U tests were used to compare DASS-42 subscale scores
between participants classified as careless and careful.
Question 2: Predicting Emotional Distress with Ma-
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chine Learning

Figure 2 encapsulates the methodology employed to
address our second research question. To answer our sec-
ond research question, we used DASS-42 data consisting of
item responses and response times of 37,819 respondents.
Responders were classified into five severity levels on an or-
dinal scale for depression, anxiety, and stress based on their
scores using the guide for severity levels of emotional distress
in DASS-42 (see Table 2). Total scores were calculated on a 0
to 3 scale by subtracting one from each response, as the ini-
tial dataset included responses ranging from 1 to 4. For each
emotional distress, we used 80% of the dataset for training
and 20% for testing. Validation was conducted within the
training process through 10-fold cross-validation (ie., the
number of groups that the dataset is randomly splitinto) and
arandom search for hyperparameter optimization.

We trained four machine learning algorithms-DT, RF,
SVM, and NB (James et al., 2017)—to predict the severity lev-
els of responders for each emotional distress. DT split data
into progressively smaller subsets based on selected features
to form a simple, interpretable tree structure. RFs enhance
this approach by combining multiple DTs built from ran-
dom subsets of data and features to improve accuracy and
reduce overfitting. NB applies Bayes theorem under the as-
sumption that all features are independent to generate prob-
ability-based classifications. SVMs identify the optimal hy-
perplane with the maximum margin to separate data points
for predictive performance. After the training, we evaluated
the performance of the trained models using the test sets and
reported standard classification metrics (i.e., sensitivity, speci-
ficity, and accuracy).

Results
Careless Responding and Emotional Distress

There were statistically significant correlations between
the number of careless responses and subscales of anxiety
(r(37,574) = .03, p < .001) and stress (r(37,574) = .02, p =
.001), but not the subscale of depression (1(37,574) = -.001,
p=836).

In terms of the subscale of depression, careless respond-
ers (Mdn = 67.3) had higher scores than careful responders
(Mdn = 62.5), and the difference between careless and care-
ful responders was statistically significant (U = 9.58e+6, p =
.01, »=.06; see Figure 3). Similarly, a statistically significant
difference was found between groups on the anxiety subscale
(U= 9.00e+6, p < .001, » = 0.12) with careless responders
(Mdn = 57.1) scoring higher on anxiety than careful re-
sponders (AMdn = 51.8). Finally, higher stress subscale scores
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were found among careless responders (Mdn = 65.9) than
careful responders (Mdn = 62.5) with a statistically signifi-
cant difference (U= 9.62e+6, p = .02, » = .06). In summary,
careless responders had higher scores of depression, anxiety,
and stress than careful responders.
Predicting Emotional Distress

Table 3 shows single classification metrics of the four
machine learning models for five different severity levels
of each emotional distress. Even though machine learning
models showed roughly similar performance, DT, RF, and
NB yielded inconsistent sensitivity values for mild, mod-
erate, and severe levels. In terms of the depression subscale,
classification metrics for almost every level exceeded the ac-
ceptable threshold of 70% or the optimal threshold of 80%
with several exceptions of sensitivity values being less than
the acceptable threshold. Overall, the SVM outperformed
the other models with classification metrics exceeding the
optimal threshold for each level. Regarding the anxiety sub-
scale (see Table 3), with the exception of SVM, the other
models showed mixed and extremely low sensitivity values
for the levels of mild, moderate, and severe, while others ex-
ceeded the optimal threshold of 80%. Similar to depression,
SVM surpassed the other models with classification metrics
above the optimal threshold for each level. For the stress sub-
scale (see Table 3), DT, RF, and NB showed mixed and low
sensitivity values for the levels of mild, moderate, and severe.
Other measures went over the optimal threshold of 80% and,
in particular, SVMs dominated the other models in terms of
sensitivity and specificity, which were either 100% or very
close.

We also macro-averaged the single metrics by calculating
the averages of sensitivity and specificity values over severity
levels (see Figure 4). Based on the macro-averaging, four ma-
chine learning models for three types of emotional distress
showed similar results in terms of specificity values being larg-
er than 90%, exceeding the optimal threshold, whereas they
showed mixed results for sensitivity. Only SVM exceeded the
optimal threshold, with sensitivity values being larger than
90% across all three types of emotional distress. These results
reveal that true negatives can be predicted with optimal sen-
sitivity and specificity by all four classification models. How-
ever, both true positives and true negatives can be predicted
with optimal sensitivity and specificity by only SVM. In ad-
dition, among all four machine learning methods, SVM had
the highest accuracy of classification compared to the other
methods across all three emotional distress, followed by RF,
DT, and NB (see Figure 5).
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Discussion

The current exploratory study contributes to the lit-
erature by investigating the relationship between careless
responding and self-reported depression, anxiety, and stress
using response behavior information (ic., response time).
Additionally, the inclusion of item response time in machine
learning models was explored for predicting depression, anx-
jety, and stress severity levels. These findings are germane to
researchers who use computerized self-report measures, as re-
sponse time can aid in the identification of careless respond-
ers who bias datasets and invalidate individual testing pro-
files. Furthermore, machine learning models can efficiently
predict the severity level of emotional distress by taking not
only item responses but also response time patterns into ac-
count.

Response time measures at the page and survey levels
have been shown to have limited utility compared to other
measures of careless responding (Ashley & Shaughnessy,
2021; Ward & Meade, 2022); however, in line with previ-
ous research, the current study illustrated the usefulness of
behavioral response data at the individual item level. Since
careless responders are assumed to have rapid response times,
which is consistent with their motivations to finish the
survey quickly, the item response time is expected to catch
careless responders regardless of their response style (Curran,
2016). This careless response detection method has poten-
tial utility for any self-report dataset with item-level response
time.

In addition to the detection of careless responders for
dara quality purposes, the findings of the current study indi-
cate that item response behavior provides clinically relevant
information: emotional distress is correlated with a behavior-
al measure at an item-specific level. Researchers have drawn
theoretical links between negative emotional states (i.., de-
pression, anxiety, and stress) and careless responding behav-
ior (Ashley & Shaughnessy, 2021; Conjin et al., 2020). The
cognitive and emotional characteristics of emotional distress
are theorized as the mechanism explaining high rates of care-
less responding in emotionally distressed individuals (Ashley
& Shaughnessy, 2021; Conjin et al., 2020). However, addi-
tional research is needed to clarify the links between careless
responding and depression, anxiety, and stress. For example,
some theories suggest that depressed individuals have height-
ened attention towards mood-congruent stimuli (e.g., survey
items), while others suggest that avoidance of mood-congru-
ent stimuli is typical in depressed individuals (Hubbard et
al., 2016). The association between item response time and
emotional distress found in the current study suggests that
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item response time can be a novel and precise approach to
testing theories of emotional distress by unpacking the pat-
terns of careless responding associated with specific emotion-
al states (Castaneda et al., 2008, 2011; Snyder et al., 2015a,
2015b).

Finally, the current study found that machine learning
trained on DASS-42 item response and response time can be
another approach to predicting the severity of emotional dis-
tress, which corroborates previous research (e.g., Kumar et
al.,, 2020; Priya etal., 2020; Srinath etal., 2022). While achiev-
ing 100% accuracy may not be feasible or necessary, the goal
of using machine learning in this paper was not necessarily
to outperform simple arithmetic summation, but rather to
show the potential of a data-driven approach to analyze and
predict emotional distress by considering both item response
and response time. However, using machine learning based
on item responses and response times can offer several advan-
tages over the simple arithmetic summation of response data.
First, it can allow for capturing subtle patterns that may not
be evident through simple arithmetic summation. Second,
machine learning techniques can handle complex interac-
tions and dependencies among variables, which are very
likely to be present in psychological assessment data such as
DASS. Furthermore, these models have the potential to gen-
eralize to new datasets and populations, provided that they
are trained on diverse and representative samples. This could
enhance the applicability of the predictive models across dif-
ferent settings and populations, ultimately improving their
utility in research contexts or other applied settings (e.g.,
healthcare).

Implications and Recommendations

Psychological measurement is in a period of advance-
ment, with computerized testing affording researchers new
ways to collect and interpret data. Item response time can be
used to identify careless responding, and it has the potential
to untangle the psychological mechanisms behind careless-
ness, particularly in those experiencing emotional distress.
The relationship between careless responding and emotional
distress, as well as the prediction of emotional states consider-
ing both item response and response time, can have import-
ant implications for cognitive psychology researchers. Thus,
the current study has several research, psychometric, and ap-
plied implications and future directions for consideration.

First, researchers who use online self-report surveys
can use the normative threshold method to flag careless re-
sponders, which allows the researchers to identify if these
responders and their responses are influencing the data and
obscuring important findings. This may be of particular
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importance among research pools in which the participants
are receiving incentives to complete a survey. In such cases,
participants may be motivated to finish the survey as quickly
as possible to earn the incentive, leading to careless responses.
This can result in low-quality data and invalid conclusions
drawn from the survey results. If researchers are specifically
using measures of emotional distress, such as the DASS-42,
response time may help to identify those who have higher
scores due to careless responding versus those who are genu-
inely emotionally distressed.

Second, the use of response time methods has clinical
utility in assessing the profile validity of individuals who
may be carelessly responding due to their emotional dis-
tress. Many commonly used psychological tests, including
the DASS-42, do not include profile validity measures. One
reason for this is that additional profile validity scales, such
as positive impression management or defensiveness, add
items to measures that are otherwise constructed to be as
short and efficient as possible. Using response time to assess
profile validity adds no additional items to these measures.
Similar to profile validity measures, response time may also
provide clinically relevant information to improve our un-
derstanding of the cognitive impairments that accompany
emotional states. For example, item response time may help
ascertain whether an emotionally distressed respondent
tends to respond carelessly to avoid mood-congruent infor-
mation and when they are biased to attend more carefully
to mood-congruent information (Ashley & Shaughnessy,
2021; Hubbard et al., 2016). This is valuable information for
treatment planning because useful interventions may vary
based on whether a client over-attends to negative informa-
tion (i, ruminates) or employs avoidance behavior. Thus,
in terms of the first research question addressed in this study,
understanding the relatonship between careless responding
and emotional distress can provide insight into the cognitive
processes underlying emotional states.

Regarding the second research question, machine learn-
ing models can be utilized to analyze hidden patterns in both
item response and response time for predicting self-reported
measures of emotional states. Considering the current re-
search that has demonstrated an association between emo-
tional distress and response time, it is essential to incorporate
response time into the assessment of emotional distress sever-
ity rather than relying solely on the arithmetic summation of
responses. By doing so, we can achieve a better understand-
ing of emotional distress.

Machine learning models that incorporate behavioral
dara, such as item response time, also have practical appli-
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cations for adaptive testing. Wise (2020) suggested that the
inclusion of item response data in adaptive testing allows test
developers to provide a measure of attention to be considered
in profile validity. With real-time monitoring of attention
using item response data, developers can intervene to re-en-
gage a respondent who is exhibiting careless responding. For
example, if a respondent has several consecutive careless re-
sponses, a prompt may appear to remind them to carefully
attend to each item. In educational contexts, response time
has been included in adaptive testing models, but behavioral
measures have not been widely used in computerized adap-
tive testing of personality and psychopathology.
Limitations and Future Research

There are several limitations in the current study. First,
the use of large datasets is at higher risk of finding spurious
correlations between variables. The current findings are
situated within the theoretical and research literature sup-
porting the assertion that cognitive symptoms of emotional
distress impact response behavior, and thus provide greater
confidence in the validity of the findings. Second, due to the
nature of survey data, the direction of causation between
careless responding and emotional distress cannot be con-
firmed. Other factors that were not studied in the current
research (e.g., education, age, and formal diagnoses) may be
confounding the relationship between emotional distress
and careless responding. Similarly, the normative response
method used to identify careless responses may be impact-
ed by confounding variables, such as technical issues expe-
rienced by respondents, item wording, and item valence.
Additional research is needed to understand how patterns
of slow response time may be related to emotional distress
due to low processing speed and poor concentration, and to
differentiate these responses from slow, careful responders.
The literature would benefit from a direct comparison of the
normative threshold method with other detection methods
(e.g, longstring).

There are also several limitations related to the second
research question. First, there was a positive skew in our
dataset with an overrepresentation of emotionally distressed
responders. Kumar et al. (2020) noted the problem of deter-
mining the best predictive model when data is imbalanced
between classification categories. Given the potential increase
in computation time and considering the primary focus of
our paper, we opted not to perform class balancing tech-
niques. Future research can study different sampling meth-
ods, such as undersampling, oversampling, and ROSE tech-
niques, to address the class imbalance. Second, the algorithm
used in the machine learning model and its parameters may
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have impacted model performance. The current study used
DT, RF, NB, and SVM algorithms, but future research can
study other algorithms not included here. Third, machine
learning models may make biased predictions for groups
belonging to different demographic categories, such as race,
gender, and age. Future research must consider these demo-
graphic variables to understand the generalizability of the
model to different populations. Finally, to mitigate concerns
of circularity, we split the data into separate training and vali-
dation sets, ensuring that predictive analyses were conducted
on an independent dataset. Future research could further
strengthen the validation of response-time-based indicators
by examining their predictive utility using additional inde-
pendent outcome measures.

The current study stimulates several future research di-
rections. First, future research may specify which emotional
states (e.g., depression, anxiety, excitement, and boredom)
and demographics (e.g., age and gender) are associated with
higher levels of carelessness for enhanced psychometric accu-
racy. This approach especially benefits individuals who score
low on the DASS-42 due to poor insight into or masking of
their emotional state but whose cognitive impairment is in-
dicated by a behavioral measure, such as response time. Sec-
ond, the identification of patterns in the data that are indic-
ative of certain levels of emotional distress, which could help
to improve the diagnostic accuracy of the DASS-42 scale,
should be explored. For example, researchers can investigate
whether a client’s carelessness increases, ebbs and flows, or
has a consistent rate throughout the survey. Thirdly, the nor-
mative response time approach may be applied within cogni-
tive psychology and emotion regulation research to explore
how different emotion regulation strategies impact cognitive
processes and to compare response time cut scores amongst
different populations. Finally, more research is needed to ex-
plore how machine learning models that include response
time can be incorporated eftectively into clinical and psycho-
logical assessments, such as adaptive testing and wellness-ori-
ented smartphone applications.

Conclusion

Careless responding is a significant source of bias in on-
line self-report surveys—a common data collection method
in the field of psychology. The normative threshold method
is an important approach for researchers to identify careless
responders, and it circumvents the limitations of other ap-
proaches for detecting response bias. The normative thresh-
old method also offers a novel behavioral measure for study-
ing the impact of emotional distress on cognition. While all
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researchers using self-report measures hold responsibility
and accountability for collecting valid and reliable data, those
conducting research on emotional distress face additional va-
lidity threats because of the relationship between emotional
distress and careless responding. The current study provides
preliminary evidence that incorporating normative response
thresholds into routine data cleaning practices and machine
learning models may enhance the accuracy with which psy-
chological researchers can describe and predict emotional
distress.
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Figure 1
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Figure 2
Methodological Framework for Addressing Research Question 2
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Figure 3
Comparison of DASS-42 Subscale Scores between Careful and Careless Responders
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Figure 4

ZENTNER & YILDIRIM-ERBASLI

Macro-averaged Classification Metrics for Emotional Distress
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Figure 5
Accuracy of Classification for Machine Learning Models
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Table 1
Sociodemographic Summary

Demographic variable n %
Education
Less than high school 3881 10
High school 14325 38
University degree 14399 38
Graduate degree 4729 13
Urbanicity
Rural 7892 21
Suburban 12595 33
Urban 16972 45
Gender
Male 8365 22
Female 28864 76
Other 528 1
Ethnicity
Asian 21910 58
Arab 311 1
Black 575 1
Indigenous Australian 23 <1
Native American 209 1
White 10236 27
Other 4562 12
Marital status
Never married 32472 86
Currently married 4122 11
Previously married 1039 3
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Table 2
Guide for Severity Levels of Emotional Distress in DASS-42

Depression Anxiety Stress
Normal 0-9 0-7 0-14
Mild 10-13 8-9 15-18
Moderate 14-20 10-14 19-25
Severe 21-27 15-19 26-33
Extremely severe 28+ 20+ 34+

90



ZENTNER & YILDIRIM-ERBASLI

Table 3
Single Classification Metrics for Emotional Distress by Each Level

Normal Mild Moderate Severe Extremely severe
Depression

DT

Sensitivity 91.20 48.03 68.14 64.38 92.17

Specificity 96.67 95.34 93.48 93.40 95.06
RF

Sensitivity 97.50 59.97 90.48 86.39 97.55

Specificity 97.93 98.75 96.03 97.71 98.28
NB

Sensitivity 79.85 57.30 52.32 70.42 81.78

Specificity 98.28 91.69 91.33 87.64 97.50
SVM

Sensitivity 98.22 87.64 94.38 92.50 98.85

Specificity 99.37 99.56 98.68 99.21 97.66
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Table 3 (continued)
Anxiety
DT
Sensitivity 88.55 22.84 58.27 45.64 88.42
Specificity 95.24 96.27 89.83 90.82 92.70
RF
Sensitivity 97.73 4.80 86.62 64.28 96.60
Specificity 95.96 99.77 91.53 96.34 95.62
NB
Sensitivity 922.11 0.96 52.03 12.43 83.38
Specificity 85.31 99.73 82.56 95.60 88.95
SVM
Sensitivity 98.22 87.64 94.38 92.50 98.85
Specificity 99.37 99.56 98.68 99.21 97.66
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Table 3 (continued)

Normal Mild Moderate Severe Extremely severe
Stress

DT

Sensitivity 88.70 41.79 65.86 69.47 80.51

Specificity 9472 93.19 89.21 91.36 97.06
RF

Sensitivity 96.20 48.70 89.49 90.90 87.31

Specificity 96.39 97.95 93.06 95.68 99.55
NB

Sensitivity 79.10 45.25 54.92 62.03 78.33

Specificity 96.17 89.41 87.11 89.43 95.54
SVM

Sensitivity 99.96 100.0 99.82 100.0 99.91

Specificity 100.0 99.97 99.98 99.97 100.0

Note. DT: decision tree; RF: random forest; NB: naive Bayes; SVM: support vector machine. Bold indi-
cates the highest, with 70% acceptable and 80% optimal thresholds in each subscale.
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In-group and attractiveness bias are well-established concepts in social psychology. This study examines the concur-
rent influence of these concepts on the decision-making process using the Minimal Group Paradigm. Confederates,
individuals who appear to be participants, were used to simulate out-group members. Participants (n = 119, aged
20-30 years) answered a series of mathematics questions, followed by a response, agreeing or disagreeing with the
participant’s answer, from a confederate. Participants were then asked to rate the attractiveness of the confederates.
Results indicated that in-group bias significantly outweighed attractiveness bias. Participants changed answers more
frequently when their group disagreed, regardless of the confederate’s attractiveness. Results highlighted the robust
effects of group membership on decision-making. Additional research is required to explore confounds within deci-
sion-making, such as individual differences and familiarity bias.
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Throughout our lives, we face situations that re-
quire us to make appropriate and sound decisions. Of-
ten, people make decisions under the misconception
that their choices are purely the result of objective and
conscious processing. Nonetheless, research indicates
that we are susceptible to external influences, includ-
ing attractiveness and in-group bias (Mackie & Ahn,
1998; Voit et al., 2021). Attractiveness and in-group
bias may lead individuals to form inaccurate beliefs,
which in turn influence decision-making. Attractive-
ness bias refers to the tendency for individuals to posi-
tively view attractive people, solely on the basis of their
physical appearance (Shahani et al., 1993). Meanwhile,
in-group bias refers to individuals' tendency to view
members of their own group positively, which is driv-
en by perceived group membership (Knoblock-West-
erwick et al., 2020). Studies examining attractiveness
bias and its influence in a group setting have shown
that attractive individuals are stereotyped as being
more trustworthy, leading to favoritism within groups
(Cellerino, 2013). Although research has considered
the impact of attractiveness within in-groups, little re-
search has evaluated their simultaneous impact. When
individuals face a conflict between appealing to attrac-
tion and in-group bias, it is unknown which factor has
a greater influence on the decision-making process.
The current study aims to explore the outcome of
these conflicting influences on individuals’ decisions.
In-Group Bias

In-group bias describes the tendency of an indi-
vidual to favor members of their own group (Scheep-
ers et al., 2006). For early humans, the development
of collaborative social systems (i.c., division of labor
and trade) ensured survival (Baumeister et al., 2015).
Although salient, group membership results in out-
group members being less persuasive as compared to
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in-group members (Mcgarty et al., 1994). When ex-
amining the influence of national in-group identity on
persuasiveness, Adam-Troian et al. (2020) found that
when national group identities were made salient, neg-
ative attitudes towards ethnic minorities (out-group)
were more prevalent. Furthermore, it has been estab-
lished that humans are innately drawn to their own
group and display out-group xenophobia (Tidwell et
al., 2017). These traits have historically led to greater
survival rates.

In-group bias has been prevalent since ancestors
formed closely connected groups that competed with
others for survival (Hare, 2017). Presently, group ad-
hesion is central across various fields, including edu-
cation and conventional workplaces (Rathbone et al.,
2023). When examining how individuals behave in
the presence of other in-group members, Castelli et
al. (2008) found that individuals exhibited more egali-
tarian responses when their behaviors aligned with the
group’s social norms. Additionally, while egalitarian
group members were not subject to active discrimi-
nation, in-group members who exhibited behaviors
aligned with the group’s collective interest received
more favorable evaluations (Castelli et al., 2008). If an
individual expressed negative attitudes toward egali-
tarian members, it could diminish the group’s overall
cohesion and potential contributions. Consequently,
individuals are less inclined to engage in prejudiced be-
havior and are more likely to make decisions they per-
ceive as beneficial to the group’s welfare (Terry et al.,
2000). This is supported by Terry et al. (2000), which
looked at attitudes and behaviors in terms of in-group
bias and decision-making. Participants took part in
a mock-jury paradigm in which they were presented
with a hypothetical case and asked to render a verdict
based on the evidence provided. Participants were
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more likely to make decisions consistent with their at-
titudes when they aligned with the in-group’s attitude
(Terry et al., 2000).

Many organisations thrive on teamwork, as per-
formance is largely dependent on group members’
ability to work together towards a common goal (Es-
pin et al,, 2019). Consequently, groups may be hin-
dered or facilitated by in-group bias, underscoring the
importance of identifying when it is present. Chai et
al. (2022) showed that in-group bias was present be-
tween the ages of 5 and 6. When given a fictional story
about an in-group/out-group member’s sharing be-
havior, researchers predicted that in-group members
would share more than their out-group peers. As such,
it is worth noting that these biases became stronger
in different contexts, and achieving intergroup col-
laboration can depend on how well in-group biases
are managed (Li et al., 2021). When Li et al. (2021)
investigated fate control — the belief that the future
is largely predetermined but can be influenced by
individuals’ actions — on in-group bias during the
COVID-19 pandemic, it was found that higher fate
control was associated with higher risk perception, and
this led to stronger in-group bias in donating to help
with COVID-19. However, such behaviors change
when resources are scarce. Cui et al. (2023) looked at
how participants allocated resources to themselves and
an in-group/out-group. The in-group bias was more
prevalent in the scarcity condition, where participants
were observed to allocate more resources to in-group
members. These studies highlight situations when in-
group bias increases, allowing either to reduce its harm
or use it for positive outcomes.

In-group bias can manifest in the tendency to agree
with the group’s opinions (Scheepers et al., 2006).
This can be seen through members favoring mem-
bers of their own group, with individuals being more
likely to select attractive people as being supporters of
their own party (Nicholson et al., 2016). In addition,
Knippenberg and Wilke (1992) investigated the effects
of framing arguments on persuasiveness. Participants
were presented with arguments that either aligned or
contradicted their group’s attitudes and arguments.
Results show that individuals were most likely to
agree with the argument that best aligned with their
group’s views. Another expression of in-group bias is
evident in the tendency to agree with group decisions
depending on the salience of group identity. Skinner
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and Stephenson (1981) explored how highlighting
group identity and contrasting in-group views with
out-group views influences individuals’ expression of
their opinions. It was found that emphasising group
affiliation led to participants intensely expressing their
opinions, agreeing with group views. These findings
highlight how in-group bias shapes individual deci-
sion-making.

Formation of a “Group”

It is widely known that individuals are more like-
ly to cooperate with others with whom they share a
group identity (Calanchini et al., 2022). However, re-
cent evidence suggests that prior interaction may not
be necessary to identify them as an in-group member
(Kurzban et al.,, 2001). Instead, humans use symbol-
ic cues and other ways to elicit favoritism towards in-
group members. Hence, to create a group in laborato-
ry settings, it is necessary to understand the Minimal
Group Paradigm, which consists of three main com-
ponents (Otten, 2016). Firstly, categorization must be
novel and arbitrary, meaning there must be no history
of experiences with any in-group or out-group. Sec-
ond, categorization is anonymous; participants are to
have no face-to-face interaction with group members.
Lastly, there are no direct relationships between alloca-
tions and self-interest. A minimal group designed cor-
rectly should evoke behaviors where individuals favor
their own group members.

The Minimal Group Paradigm

Montalan et al. (2012) examined empathy to-
wards in-group/out-group members using the Mini-
mal Group Paradigm. Participants were split into two
groups using a dot-estimation task: the underestima-
tors (who allegedly underestimated the number of dots
shown) and the overestimators (who allegedly overesti-
mated the number of dots shown). Due to the fictive
nature of the groups, participants would have had no
previous experiences with the in-group or out-group.
After participants were split into groups, participants
did a pain stimulator task individually, having no
face-to-face interactions with other members. Results
showed evidence of in-group bias: participants made
decisions to show more empathy for those in their own
group in comparison to those in the out-group.

In another study, Reynolds et al. (2007) looked at
predisposing factors that could lead to discrimination.
Participants were assigned to minimal groups. Partic-
ipants in the random condition were told that group
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allocations were done on a completely random basis.
On the other hand, participants in the voluntary con-
dition were asked to circle the group they wanted to
be in. After the group assignment, participants com-
pleted various personality measures. Results showed
behaviors expected of an in-group member, with in-
group identification alone being the strongest predic-
tor of participants’ tendency to discriminate.
Attractiveness

Attractiveness plays an undeniable role in evolu-
tionary success, with attractive traits being associated
with potentially fitter offspring (Gangestad & Scheyd,
2005). Although it is difficult to standardize an at-
tractive face, certain features are preferred. Attractive
women often had fuller lips, high-arched eyebrows,
smaller and more tapered noses, and less angular jaws
(Pfltiger et al., 2012). These feminine features were as-
sociated with disease resistance, high estrogen levels,
and fertility (Mufioz-Reyes et al., 2014). In men, those
with large eyes, prominent cheekbones, large chins,
big smiles, and high-status clothing were considered
attractive (Cunningham et al., 1990).

Attractiveness Bias

Attractiveness plays a role in social encounters,
as many first impressions are based on visual features
(Nordholm, 1980). Attractive people are often asso-
ciated with positive personality traits, such as being
sociable and intelligent (Tsukiura & Cabeza, 2010).
Whereas non-attractive individuals are characterised
by negative personality traits, such as being less altru-
istic and less intelligent. In their study of attractive-
ness and selective bias in attributing moral character,
Tsukiura and Cabeza (2010) found that attractiveness
biases hinder perceptions of others. Participants were
more likely to attribute moral states to attractive rather
than less attractive individuals. In addition, attractive
individuals are more highly rated in perceived warmth
in comparison to non-attractive individuals (Klebl et
al., 2021). This is due to the beauty-is-good (BIG) ste-
reotype.

The BIG stereotype can be explained using the
halo effect: the positive evaluation of one trait influ-
ences the evaluation of other unrelated characteristics
(Klebl et al., 2021). Individuals perceive attractive
people as more correct, and this can lead to the desire
to conform to their decisions. Batres and Shiramizu
(2022) looked at attractiveness having a “halo effect,”
where people associated social desirability with at-
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tractive individuals and provided evidence of the halo
effect cross-culturally. Hence, simply being attractive
produces a “halo” effect that increases the chances of
other people assigning positive traits to them, impact-
ing the decision-making process.

Being perceived as attractive offers advantages in
various aspects of life. In relationships, many attractive
people report being more satisfied with their dating life
(Berscheid et al., 1971). In a job setting, it was found
that non-attractive job candidates need to submit 33%
more applications in comparison to their attractive
counterparts (Maurer-Fazio & Lei, 2014). Additional-
ly, unattractive individuals were found to earn 7-10%
less than average-looking individuals (Hamermesh &
Biddle, 1993). As well as this, attractive people were
found to pay lower bail and fine amounts for misde-
meanor charges (Downs & Lyons, 1991). In Griffin
and Langlois’ (2006) study, the advantages of attrac-
tiveness and the disadvantages of unattractiveness
were examined. The results suggested that being un-
attractive has disadvantages, with adults and children
both giving low scores of positive attributes (sociabili-
ty, altruism, and intelligence) to unattractive individu-
als. Another study also found that more physically at-
tractive individuals were viewed in both a positive light
and more accurately in first impressions (Lorenzo et
al., 2010). Individuals forming quick impressions of-
ten lead to inaccurate judgments, and these biases in-
fluence the decision-making process in many difterent
social situations (Zuckerman et al., 1995).

People often make inferences about individuals’
character by judging their facial appearance (Dvervoll
et al,, 2020; Willis & Todorov, 2006). As exposure to
individuals with attractive faces increases due to me-
dia portrayal, it is important to know how often this
occurs. In Herbozo et al.'s (2004) study, where three
raters coded messages present in children’s videos, it
was found that 72% of the analyzed videos emphasized
physical attractiveness. Additionally, 84% of the videos
associated female attractiveness with sociability and
kindness. The results from this study indicate the prev-
alence of attractiveness stereotypes, hence the need to
understand how this can affect decision-making. Wil-
lis and Todorov (2006) investigated the conditions in
which participants are likely to make inferences based
on facial appearance. It was found that merely expos-
ing participants to images for 100 milliseconds was
enough for judgments of attractiveness to be made.
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Additionally, longer exposure time was found not to
affect participants’ judgement of characteristics. Such
results show that exposing participants to just the
face region is sufficient in generating attraction judge-
ments.

The Chicago Face Database (CFD) was created
using face morphing software and provides sets of fac-
es and norming data (Ma et al., 2015). The benefits of
using the CFD include access to a large variety of faces
(Ma et al., 2020). The availability of large databases of
faces offers the potential for valuable contributions to
the field of psychology. The CFD has previously been
used in various research done on appearances (Freud et
al., 2020; Landy et al., 2020; Marini et al., 2021).
Impact of Attractiveness on In-Group Bias

Despite the concrete evidence on in-group bias,
recent research suggests that group membership biases
are malleable (Rudman et al,, 2001). Rudman et al.’s
(2001) study demonstrated that affective and cognitive
processing play a role in reducing prejudice. Further-
more, individuals’ prejudices are dependent on their
biases as well as the situation. Despite compelling ev-
idence of the impact of in-group bias, the influence is
not absolute. Dang et al.’s (2019) study was conduct-
ed to look at the impact of criticism on in-group fa-
voritism. When participants were criticized by an au-
thoritative outside figure, it was found that in-group
favoritism decreased. It was proposed that these results
were due to the authoritative figures being viewed
with admiration and possessing qualities that are con-
sidered attractive. However, the study did not inves-
tigate its impact on the subsequent decision-making
of the group members. Additionally, those who were
experiencing a threat to their social self-esteem (their
in-group) allocated fewer resources to their own group
members, showing a decrease in behavior consistent
with in-group bias. However, substantial research is
still required on the interaction between attractiveness
and group membership. In another study, Kniffin et al.
(2014) explored how perceptions of leader attractive-
ness are influenced by group membership. The results
from this study were that in-group leaders were rated
as more attractive than out-group leaders. This finding
suggests that, despite similar levels of familiarity with
both leaders, the out-group leader’s attractiveness was
not stronger than the in-group bias.

The impact of attractiveness on groups has been
recognized as influencing people’s feelings and behav-
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jors (Krendl et al., 2011). A study looked at sorority
recruitment and what factors influenced acceptance
of potential members into high-status and low-status
groups. The results revealed that high-status sororities
prioritized the attractiveness of participants during the
decision-making process. These results highlight the
complexity behind the effect of attractiveness on so-
cial groups, and the increased likelihood of accepting
a member depending on attractiveness.

Individuals affiliate with others who are like them-
selves, and many groups are formed by a shared interest
in certain topics (Chen & Kenrick, 2002). A study was
conducted to investigate the effects of group mem-
bership on the perception of others. Results showed
that individuals assumed that other members of the
in-group share attitudes similar to their own, and that
out-group members tend to have attitudes dissimilar
to their own. Interestingly, it was found that when a
member of the out-group shares similar attitudes, par-
ticipants become more attracted to them, especially
when the out-group has negative stereotypes. These
results suggest that although an individual may be part
of the out-group, it is possible that there are other ex-
ternal factors that can change how an in-group mem-
ber perceives them and consequential decision-mak-
ing. Given that most research looks at how in-group
bias interacts with attractiveness, there is a need to ex-
amine scenarios wherein they contradict each other.

While there have been many independent stud-
ies on attractive and in-group bias, further research is
needed to investigate their conflicting influence. Re-
sults studying these two factors affect our understand-
ing of decision-making and the need to consider attrac-
tiveness while forming decision-making groups (e.g.,
jury panels, debating teams, and soccer teams). With
research suggesting that in-group bias is not as resilient
as previously believed, there is a possibility that the at-
tractiveness of an out-group member will affect how
strong in-group behaviors are. Furthermore, results
further support the use of the CFD in future experi-
ments. Further research is required to delve into deci-
sion-making and how attractiveness can interfere with
in-group bias to affect this process. Hence, the purpose
of the current experiment is to investigate whether at-
tractiveness influences in-group bias. It is hypothesised
that the presence of an attractive out-group member
will overpower in-group bias and participants will be
more likely to change their answer when they deem
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the out-group member attractive, regardless of their
group’s answer.

Method

Participants

The convenience sample consisted of 119 Univer-
sity of Technology Sydney (UTS) students aged 20 to
30. Recruitment was conducted through online post-
ings on the SONA system, and participants were reim-
bursed with 0.5 credits for their participation.
Ethical Clearance

Ethical clearance to conduct research with human
subjects was obtained through UTS Psychology Low
and Negligible Risk (LNR) Ethics Panel (G-15-2023;
see Appendix A). Informed consent from participants
was obtained through a Participation Information
Sheet provided prior to the commencement of the
study. Participants were informed that they could
withdraw consent at any time without penalty.
The CFD

The study utilized the CFD (Ma et al., 2015). For
the purposes of the current experiment, only eight fac-
es were chosen as the confederates. Using the norm-
ing data provided, the chosen faces had to be between
the ages of 20 and 30, as this reflected the ages of the
participants. This allows for controlling age as a con-
founding variable for perceived attractiveness, as it has
previously been shown that younger people are con-
sidered more attractive (Zebrowitz & Franklin, 2014).
For the CFD, attractiveness was measured on a 7-point
Likert scale (1 = least attractive to 7 = most attractive).
The images used (confederates) were chosen from the
extreme ends of the given attractiveness ratings. Four
of the most highly rated faces were chosen as the at-
tractive confederates. This included faces with the rat-
ings of 5.48, 5.31, 5.24, and 5.12. In addition, four of
the lowest-rated faces were chosen as the non-attrac-
tive confederates. This included faces with the ratings
of 1.61, 1.55, 1.54, and 1.52. Attractiveness ratings
and ages were the only two factors considered when
choosing confederates.
The Minimal Group Paradigm

To stimulate in-group bias in a short period of
time, the current study utilized the Minimal Group
Paradigm (Otten, 2016). Creating a new group was
necessary as it eliminates the confounding effect of
biases on results. This means that any preconceptions
and previous experiences would not influence partici-
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pants’ responses.

It has been established that prior interaction may
not be necessary for participants to identify themselves
as an in-group member (Kurzban et al,, 2001). Ad-
ditionally, it has been found that merely categorizing
individuals into two social groups is enough to elicit
behaviors of group members.

A novel or arbitrary categorization means par-
ticipants had no prior experiences with the in-group
or out-group. The current experiment addresses
this through participants being randomly assigned
to groups, as well as them being informed that their
groups are based on their study sign-up time. This also
ensured that participants had no relationship between
their allocated group and their self-interests. Anony-
mous categorization means participants do not have
any face-to-face interactions with in-group or out-
group members. The online nature of the experiment
addresses this. Participants’ identities were kept anon-
ymous, and they did not encounter other participants.
A minimal group designed correctly will evoke behav-
iors of in-group favoritism (Hertel & Kerr, 2001).

This study utilized the Minimal Group Paradigm
in an online format. Janneck et al. (2013) conducted
an experiment to replicate the Minimal Group Para-
digm in an online setting. Arbitrary groups were cre-
ated, and varying degrees of information about other
group members were made available to participants. In
both informal and work settings, participants showed
in-group favoritism. Additionally, when less informa-
tion was made available to participants, in-group bias
was more prominent. This study exhibits the effective-
ness of Minimal Group Paradigms in online settings.
Online Groups

The current study was conducted online via Qual-
trics. This was due to convenience, time constraints,
financial constraints, and being a standard practice for
research conducted with UTS. Furthermore, online
environments allow for the convenience in creating
and conducting experiments involving manipulation
online if the task does not require any physical pres-
ence (Horton et al.,, 2010). This environment ensured
participant anonymity while allowing for controlled
deception regarding the existence of other peers.
Group Allocation

Participants were informed that there were groups
as well as independent individuals. However, the par-
ticipants were unaware that they had been placed in
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Group A and completed the study individually at dif-
ferent times. They were informed that their group allo-
cation was dependent on the time frame in which they
signed up for the study. As per the Minimal Group
Paradigm, categorization was novel, and there was
no relationship between allocations and participants’
self-interests.

Testing Phase

To ensure that participants answered honestly,
they were informed that their responses and choices
would be anonymous (Schitter et al., 2019). Partici-
pants were asked to complete eight multiple-choice
mathematics questions (see Appendix A). They were
given 10 seconds to answer each question. None of the
questions had correct answers. The intention was to
create uncertainty within the participants regarding
the correct answer.

After the participants answered each question,
they were shown a summary of their group’s (Group
A) response and a response from a confederate (see
Appendix B). The responses from the group and the
confederate were predetermined and not dependent
on active participation. The eight possible responses
were randomized (see Table D1). Participants were
then given 10 seconds to decide if they wanted to
change or retain their answer. This was repeated eight
times.

Rating Phase

After participants had completed the mathemat-
ics questions and made their decision to change or
maintain their original question, they were asked to
state whether they think the person in the image is
attractive in a yes/no questionnaire (see Appendix C).
Although the more “attractive” faces from the CFD
have been included, it is important to factor in individ-
ual preference. Participants were again reminded that
their responses were kept anonymous.

Calculator Use and Debrief

Participants with incomplete responses and par-
ticipants who responded “Yes” when asked whether
they used a calculator had their responses removed. A
total of 32 responses were removed. Participants were
then informed of the manipulation being used. They
were debriefed as per UTS requirements.

Results
Data Management
Data was collected on Qualtrics, and a copy of the
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data was placed on UTS’s OneDrive as per UTS’s re-
quirements. Data was de-identified and password-pro-
tected. Data was de-individualized and exported onto
a personal laptop to conduct analysis, and was deleted
promptly after data analysis was complete.
Statistical Test and Hypothesis

The relationship between in-group bias and at-
tractiveness bias was examined using a Chi-squared test
of independence. This was done by looking at partic-
ipants’ likelihood of changing their answer when pre-
sented with the group and an attractive/unattractive
individual who agreed or disagreed with their answer.
Chi-Square Test of Independence
Attractiveness of Confederate vs. Answer Change

The results of the Chi-squared test of indepen-
dence revealed no significant difference between an-
swer change and attractiveness, X*(1, N = 696) = 2.12,
p = .145. There was some variation between the ob-
served and expected scores (Table D2 in Appendix D),
and participants were more likely to retain their answer
when the confederate was unattractive (see Figure 1).
However, the Chi-squared test of independence indi-
cated that these results were non-significant (p > .05).
Cramér’s I of .06 revealed little, if any, association be-
tween the two variables.
Group Response vs. Answer Change

Results from the Chi-squared test of indepen-
dence revealed a significant relationship between
group response and answer change, X2(1, n» = 696)
=20.80, p <.001. There was variation between ob-
served and expected results (Table D3 in Appendix
D). Participants were more likely to change their an-
swer when the group disagreed with their answer (see
Figure 2). Cramér’s V' value of .17 revealed the strong
relationship between the two variables.
Attractiveness vs. Answer Change When Group
Agrees and Confederate Disagrees

The Chi-squared test of independence was used
to examine the relationship between answer change
and attractiveness bias when the group agreed, and the
confederate disagreed with the participants’ answer. It
showed that the relationship between these two vari-
ables was non-significant, X*(1, » = 348) = 1.88, p =
1.70. Although there was some variation in observed
(Figure 3) and expected values (Table D4 in Appendix
D), Cramér’s V" of 0.07 revealed the low association
between answer change and attractiveness of the con-
federate when the group agrees, and the confederate
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disagrees with participants’ answers.

The relationship between the answer change and
attractiveness when the group disagreed and the con-
federate agreed with the participant’s answer showed
no significance, X*(1, 7 = 348) = 0.34, p = .562. There
were variations in observed and expected scores (Table
DS in Appendix D), and the likelihood of retaining an
answer was observed (Figure 4), but the Chi-square
test of independence showed that there was no signif-
icant difference between conditions. The Cramér’s I
of .03 revealed little to no significance between answer
change and attractiveness in this context.

Discussion

The aim of the study was to examine whether at-
tractiveness influences in-group bias. More specifically,
the present study investigated whether the presence of
an attractive out-group member would override the ef-
fects of in-group bias in decision-making. Contrary to
the initial prediction that participants would be more
likely to change their answer in the presence of an at-
tractive out-group member, the results of the study
revealed no significant differences. This suggests that
attractiveness does not affect in-group bias. However,
group responses had a significant effect on whether
participants changed their answers. More specifically,
when the group disagreed with the participant’s an-
swer, participants were more likely to change their an-
swer, irrespective of the attractiveness of the out-group
member (confederate). This suggests that in-group
bias is stronger than the attractiveness bias. Such re-
sults highlight that the Minimal Group Paradigm is a
valid approach to developing a sense of cohesion with-
in individuals.

There was a lack of significant findings when look-

ing at:

1. Individuals’ ratings of attractiveness versus an-
swer change.

2. Individuals’ ratings of attractiveness versus
answer change when the group agrees and the
confederate disagrees.

3. Individuals’ ratings of attractiveness versus an-

swer change when the group disagrees and the
confederate agrees.

The current study explored the contradicting
effects of attractiveness and in-group bias, and the
weight individuals give each influence by creating
a situation wherein these two influences come into
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conflict. While both factors are known to have an in-
fluence on individuals, the current study reveals their
relative weighting. Results suggest that in-group bias
has a stronger influence than attractiveness on deci-
sion-making.

A few factors could explain the findings. The con-
text in which participants were required to decide may
have led to these results. Based on previous research,
the nonsignificant results suggest that although attrac-
tiveness has been shown to have a “halo effect” on indi-
viduals, its influence may not be as strong as in-group
bias (Batres & Shiramizu, 2022). Such results high-
light the importance of social context over individual
traits. Another notable limitation is the lack of direct
supervision during survey completion. Without su-
pervision, there is a possibility of participants collud-
ing with other participants. Such interactions could
disrupt the Minimal Group Paradigm and affect the
findings.

While it is clearly identified that in-group bias had a
stronger influence than attractiveness bias, there was
substantial variation in the responses of individuals.
This suggests the possibility of other factors having an
influence on the results. While this level of analysis is
beyond the scope of the current study, a comprehen-
sive analysis on some confounding variables is worth-
while for future research.

Individual Differences

Individual differences could have also played a
role in the insignificant results. These differences af-
fect how individuals interact with the world and could
affect how participants perceive group dynamics and
attractiveness (Newheiser et al., 2012). Although the
relationship between attractiveness and answer change
was insignificant, participants were most likely to re-
tain their answers when they found the confederate
unattractive. This suggests the possibility that the in-
fluence of attractiveness and in-group bias has differ-
ing levels of influence on different individuals.

This is not the first study identifying the impact
of individual differences in terms of decision-making.
A study looking at a dual-strategy model of reason-
ing suggests that people have two reasoning strategies
which affect the way social cues affect them (Gagnon-
St-Pierre et al., 2021). This includes a statistical strat-
egy which involves estimating a likely conclusion of
a social interaction or the counterexample strategies
which involve generating counterexamples of a con-
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clusion. Results from this study suggest that these
processing distinctions underlie individual differences
in responding to attractiveness and in-group bias.
Cultural Differences

The current study did not identify culture as a
confounding variable, and this could prove to be a rich
area of research for the future. The sample was a con-
venience sampling, meaning participants were selected
due to availability. All participants were also enrolled
in an Australian university. While their cultural iden-
tification was not collected, it can be assumed that
students have had interactions with Australian cul-
ture, which is a highly individualistic culture (Emiko
& Hidehumi, 2019). Cultural differences are known
to affect how individuals perceive others who are part
of their group (Sam & Berry et al,, 2010). Hence, it is
possible for individuals to have varying levels of loyalty
to their group. Cox et al. (1991) examined the role of
cultural backgrounds on teamwork. It was found that
people from collectivist cultures displayed more coop-
erative behaviors compared to those from individual-
istic cultures. In other words, people from collectivist
cultures place more emphasis on group success com-
pared to individual success. In another study, Fischer
and Derham (2016) examined cultural influences on
in-group bias across 18 societies. The results showed
that in-group bias was present but varied across the so-
cieties. The variation of in-group bias was dependent
on the following cultural influences: individualistic
versus collectivist cultures, uncertainty avoidance, and
power distance. Similarly, it was found that collectiv-
ist cultures tend to exhibit stronger in-group biases.
In cultures wherein hierarchical structures are more
acceptable, more in-group behaviors were displayed.
Cultures with high uncertainty avoidance, the extent
to which individuals are affected by unfamiliar/un-
known situations, displayed high levels of in-group
bias. These cultural differences can affect how substan-
tial the influence of attractiveness is in a group setting.
Personality Traits and Familiarity Bias

Personality traits have also been shown to influ-
ence responses to social cues. Traits such as agreeable-
ness, extraversion, openness, and conscientiousness
have been linked to group cohesion (Larsen et al.,
2020; Saapna & Suman, 2012). This may shape how
individuals engage with attractive others, affecting de-
cision-making. Additionally, familiarity bias —where
repeated exposure increases preference — was not ac-
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counted for in the current study (Monin, 2003). Prior
research shows that even brief exposure to faces can en-
hance attractiveness ratings (Rhodes et al., 2001) and
increased interaction fosters interpersonal attraction
(Rei et al., 2001). Both these factors may have influ-
enced responses and, therefore, should be considered
as potential variables in future research examining the
interplay between in-group bias and attractiveness.
Implications

The results from the current study suggest that
facial attractiveness—a measure of overall attraction—
is dependent on the context, and in situations where
there are other social cues—such as in-group bias—it
may not be as influential. This demonstrates the bene-
fits of considering social context when looking at how
attractiveness influences behaviors. Rather than solely
addressing and mitigating the attractiveness bias in a
group setting, it may be more advantageous to pro-
mote inclusive behaviors and encourage the accep-
tance of out-group individuals.

Results from previous experiments show that
a properly designed Minimal Group Paradigm pro-
motes in-group behaviors. This study’s results support
the fact that arbitrarily created groups can lead indi-
viduals to display in-group behaviors, as indicated by
individuals choosing to change their answers when the
group disagreed with them. These findings enhance
the understanding of the underlying themes of group
creation and allow for the promotion or mitigation of
group biases.

Future Directions

Future research should consider replication of the
current experiment in broader contexts with applica-
tion of potential factors as described above and be-
yond,such as considering subjectivity due to race and/
or ethnicity. Exploring dimensions such as personality
traits and familiarity bias not only mitigates some indi-
vidual differences but also offers a better understand-
ing of different ways other dimensions interact with
attractiveness and whether this could override other
biases, such as in-group bias.

While the current study did not offer evidence for
the effect of attractiveness on answer changes in group
settings, it further supports evidence of in-group bias
in decision-making. It enhances the understanding of
social influences and encourages further research on
how individual characteristics interact in group set-
tings.
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Table D1

Response Possibilities

Group A Group B
Agree Agree
Disagree
Disagree Agree
Disagree

Note. This table displays all the possible responses from Group A and Group B.
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Figure 1

Answer Change vs Attractiveness of Confederate
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Figure 2

Group Response vs. Answer Change
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Figure 3

Attractiveness vs Answer Change when Group Agrees but Confederate Disagrees
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Figure 4

Answer Change vs. Attractiveness When Group Disagrees and Confederate Agrees
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Appendix A
Quiz
This appendix consists of the mathematical questions and summaries of group and confederate answers.
1.v8.237 =2
a)2.56
b)2.67

c)2.78
d)2.97

la. Members of Group A agree with your answer.
This member of group B disagrees with your answer.
Are you going to change your answer?

WA
a) Yes @l
b) No .
( k- )\\x ;
2.V7.338 ="

2) 2.134
b) 2.456
c) 2.356
d)2.982

2a. Members of Group A disagree with your answer.
This member of group B agrees with your answer.
Are you going to change your answer?
a) Yes
b) No

3.v10.234 =2
a) 3.356
b) 3.423
¢)2.951
d)2.999

3a. Members of Group A agree with your answer.
This member of group B disagrees with your answer.
Are you going to change your answer?

a) Yes

b) No

4.V4.222 =2
a) 1.572
b)2.132
¢) 1.79%
d) 1.994
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4a. Members of Group A disagree with your answer.
This member of group B agrees with your answer.
Are you going to change your answer?
a) Yes

b) No

5.V12.343 =2
2) 2.988
b) 3.261
¢) 3.942
d)3.619
Sa. Members of Group A agree with your answer.
This member of group B disagrees with your answer.
Are you going to change your answer?
a) Yes
b) No

6.V85.263 =2

2) 9.163
b) 8.859
c)7.295
d) 9.255

6a. Members of Group A disagree with your answer.
This member of group B agrees with your answer.
Are you going to change your answer?
a) Yes
b) No

7.V124.33 =2
a) 12.483
b) 12.131
¢)11.173
d)11.298
7a. Members of Group A agree with your answer.

This member of group B disagrees with your answer.
Are you going to change your answer?

a) Yes
b) No
\

8.V78.452 =2

2) 7.762

b) 8.583

¢)7.589

d) 8.969
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8a. Members of Group A disagree with your answer.
This member of group B agrees with your answer.
Are you going to change your answer?
a) Yes

b) No
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Appendix B

Attractiveness Questionnaire

This appendix consists of the questions regarding whether participants find the confederates depicted attractive.

1. Is this person attractive?

A. Yes
B. No

2. Isthis person attractive?

A. Yes
B. No

3. Is this person attractive?

A. Yes
B. No

4. Is this person attractive?

A. Yes
B. No
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Is this person attractive?

A. Yes
B. No

o

Is this person attract’

A. Yes
B. No

N

Is this person attracti-?

A. Yes
B. No

*®

Is this person attract™>

A. Yes
B. No
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Appendix C

Contingency Tables
Table D2

Contingency Table for the Attractiveness of Confederate and Answer Change

Answer Change Unattractive Attractive Total
No Observed 365 177 542
Expected 357 184.0 542
Yes Observed 94 60 154
Expected 102 52.40 154
Total Observed 459 237 696
Expected 459 237 696
Note. n = 696
Table D3
Contingency Table for Group Response vs Answer Change
Group Response No Answer Answer Total
Change Change
No Observed 246 102 348
Expected 271 77 348
Yes Observed 296 52 348
Expected 271 77 348
Total Observed 542 154 696
Expected 542 154 696
Note. n = 696
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Appendix C (cont.)
Table D4
Attractiveness and Answer Change When the Group Agrees and Confederate Disagrees

Answer Change Unattractive Attractive Total
No Observed 205 921 236
Expected 200.70 95.30 296
Yes Observed 31 21 52
Expected 35.3 16.7 52
Total Observed 296 52 348
Expected 296 52 348
Note. n = 348
Table D5

Attractiveness and Answer Change When the Group Agrees and Confederate Disagrees

Answer Change Unattractive Attractive Total
No Observed 160 86 246
Expected 157.60 88.40 246
Yes Observed 63 39 102
Expected 65.40 36.60 102
Total Observed 223 125 348
Expected 223 125 348
Note. n = 348
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