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Some argue that applying a strict liability regime on AI-inflicted 

damages may allow well-financed big AI companies to monopolize 

the industry. They hypothesize that a strict liability regime would 

expose AI companies to significant legal liability. Since small AI 

companies lack the necessary resources to pay for damages inflicted 

by their AI technology, a strict liability regime could erect barriers to 

entry for these small companies. Ultimately, the argument continues, 

such a regime would give a small group of companies a virtual 

monopoly on the AI industry. Thus, some conclude that strict liability 

 
*  J.S.D Candidate at Yale Law School, resident fellow with the School’s 

Information Society Project. I would like to thank Professors Jack Balkin, Guido 

Calabresi, Ignacio Cofone, Rory Van Loo, Asaf Lubin and Lior Zemer, as well as 

participants at the Yale Information Society Project Fellows Writing Workshop and 

the Yale Law School JSD Colloquium Workshop. 

For the purpose of this Article, the definition of AI is the one set in Section 

238(g) of the John S. McCain National Defense Authorization Act for Fiscal Year 

2019, Pub. L. No. 115232, 132 Stat. 1636, 1695 (Aug. 13, 2018) (codified at 10 

U.S.C. § 2358, note): “(1) Any artificial system that performs tasks under varying 

and unpredictable circumstances without significant human oversight, or that can 

learn from experience and improve performance when exposed to data sets.; (2) 

An artificial system developed in computer software, physical hardware, or other 

context that solves tasks requiring human-like perception, cognition, planning, 

learning, communication, or physical action.; (3) An artificial system designed to 

think or act like a human, including cognitive architectures and neural networks.; 

(4) A set of techniques, including machine learning, that is designed to approximate 

a cognitive task.; (5) An artificial system designed to act rationally, including an 

intelligent software agent or embodied robot that achieves goals using perception, 

planning, reasoning, learning, communicating, decision-making, and acting.” See 

also, Bryan Casey & Mark A. Lemley, You Might Be a Robot, 105 CORNELL L. 

REV. 287(2020). 
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inherently stifles innovation and should not be applied to emerging 

technologies, such as AI. 

This Article maintains that legislators should adopt a strict liability 

regime, and it rejects the above argument for two reasons. First, there 

is no substantial connection between a strict liability regime and the 

AI monopolization that is already underway. Second, insurance 

policies could mitigate the effects a strict liability regime may have on 

the capabilities of small AI companies to enter and compete in this 

important market. Therefore, the ongoing process of monopolization 

of the AI market should not by itself render strict liability a non-viable 

regime when AI-inflicted damages occur. 
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I. INTRODUCTION 

Products and services that are based on artificial intelligence (AI) 

have caused, and still cause, damages. This can be seen in the case of 

autonomous vehicles, which have already led to casualties. For 

instance, in March 2018 in Tempe, Arizona, a self-driving Uber car 

struck and killed Elaine Herzberg while a human was sitting in the 

driver's seat.
1

 The investigation of the accident discovered that the car 

recognized the pedestrian prior to the collision but did not take any 

active measures to stop itself or alert the driver.
2

 Other examples 

 
1.  Troy Griggs & Daisuke Wakabayashi, How a Self-Driving Uber Killed a 

Pedestrian in Arizona, THE N.Y. TIMES (Mar. 21, 2018), 

www.nytimes.com/interactive/2018/03/20/us/self-driving-uber-pedestrian-

killed.html. 

2.  Chaim Gartenberg, Safety Driver of Fatal Self-Driving Uber Crash Was 

Reportedly Watching Hulu at Time of Accident, THE VERGE (Jun. 22, 2018), 
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include a robotic security guard running over and injuring a toddler 

in a shopping center,
3

 an AI chatbot making slanderous comments 

online,
4

 and hiring algorithms discriminating against minorities.
5

 

Who should be held liable for the damages caused in these 

scenarios, and under what liability regime? These important 

questions stand at the center of an ongoing dispute.
6

 Some scholars, 

including myself, call for the application of a strict liability regime 

rather than a negligence one. This is because unique features of AI, 

chief amongst them the 'black-box' issue,
7

 hamper our ability to 

 
www.theverge.com/2018/6/22/17492320/safety-driver-self-driving-uber-crash-hulu-

police-report. 

3.  Steven Hoffer, 300-Pound Security Robot Runs Over Toddler at 

California Shopping Center, HUFFPOST (July 13, 2016), 

www.huffpost.com/entry/security-robot-toddler_n_57863670e4b03fc3ee4e8f3a.  

4.  See, e.g., the case of Tay: Elle Hunt, Tay, Microsoft's AI Chatbot, Gets a 

Crash Course in Racism from Twitter, THE GUARDIAN (Mar. 24, 2016), 

www.theguardian.com/technology/2016/mar/24/tay-microsofts-ai-chatbot-gets-a-

crash-course-in-racism-from-twitter. 

5.  This leads to disparate impact. See, e.g. Jeffrey Dastin, Amazon Scraps 

Secret AI Recruiting Tool that Showed Bias Against Women, REUTERS (Oct. 9, 

2018), www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-

scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-

idUSKCN1MK08G; Jon Reed, Is AI an Asset to Hiring, or Will it Bring us Down 

a Sinkhole of Algorithmic Bias?, DIGINOMICA (Dec. 12, 2018), 

www.diginomica.com/2018/12/12/is-ai-an-asset-to-hiring-or-will-it-bring-us-down-a-

sinkhole-of-algorithmic-bias; Karen Higginbottom, The Pros and Cons of 

Algorithms in Recruitment, FORBES (Oct. 19, 2018), 

www.forbes.com/sites/karenhigginbottom/2018/10/19/the-pros-and-cons-of-

algorithms-in-recruitment/#29a92be37340; Ashley Nunes, In 2019, We Should 

Beware the Robo-Interviewer, THE GLOBE & MAIL (Jan. 4, 2019), 

www.theglobeandmail.com/opinion/article-in-2019-we-should-beware-the-robo-

interviewer; Ignacio Cofone, Algorithmic Discrimination Is an Information 

Problem, 70 HASTINGS L.J. 1389 (2019). 

6.  See, e.g., Gary E. Marchant & Rachel A. Lindor, The Coming Collision 

Between Autonomous Vehicles and the Liability System, 52 SANTA CLARA L. REV. 

1321, 1323 (2012); F. Patrick Hubbard, “Sophisticated Robots”: Balancing 

Liability, Regulation, and Innovation, 66 FLA. L. REV. 1803, 1820 (2015); Sunghyo 

Kim, Crashed Software: Assessing Product Liability for Software Defects in 

Automated Vehicles, 16 DUKE L. & TECH. REV. 300 (2017); Bryant Walker Smith, 

Automated Driving and Product Liability, 2017 MICH. ST. L. REV. 1; Karni A. 

Chagal-Feferkorn, Am I an Algorithm or a Product? When Products Liability 

Should Apply to Algorithmic Decision-Makers, 30 STAN L. & POL'Y REV. 61 

(2019); Kenneth S. Abraham & Robert L. Rabin, Automated Vehicles and 

Manufacturer Responsibility for Accidents: A New Legal Regime for a New Era, 

105 VA. L. REV. 127, 139 (2019); Andrew D. Selbst, Negligence and AI's Human 

Users, 100 B.U. L. REV. 1315 (2020); Tim Engelhardt, Who Pays? On Artificial 

Agents, Human Rights and Tort Law, in RESEARCH HANDBOOK ON HUMAN 

RIGHTS AND DIGITAL TECHNOLOGY: GLOBAL POLITICS, LAW AND 

INTERNATIONAL RELATIONS 268, 277 (2019); Matthew U. Scherer, Of Wild 

Beasts and Digital Analogues: The Legal Status of Autonomous Systems, 19 NEV. 

L. J. 259, 280 (2018). 

7.  The term “black-box” in the context of AI refers to the notion that neither 

the users nor the programmers can fully understand the process and justification 
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predict and establish a legal nexus between the accident and a liable 

human party.
8

 

Other scholars use antitrust laws to argue against the application 

of a strict liability regime for AI-inflicted damages, claiming that it 

would exacerbate current monopolization in the AI industry. 

Applying a strict liability regime, they contend, will present a 

significant barrier for those wishing to enter the AI industry.
9

 This is 

because small companies will not be able to endure the financial 

burden associated with a strict liability regime, unlike big AI 

companies which have the necessary financial resources. 

This Article rejects this argument against strict liability for two 

reasons. First, there is not a strong and substantial connection 

between a strict liability regime and the monopolization of AI. 

Second, insurance law has and will continue to have an important role 

as a hedging tool meant to encourage companies to proactively take 

risks, especially in the field of emerging technologies. In this sense, 

insurance operates as an instrument to level the playing field. This 

Article delves into these arguments, which suggest that policymakers 

should not reject a strict liability regime based on concerns about the 

ongoing monopolization of the AI market. 

The Article is organized as follows. Part I will briefly discuss why 

strict liability is the appropriate regime when AI-inflicted damages 

occur and, hence, why one should care if this liability regime were to 

be rejected. Part II will discuss the argument this Article aims to 

refute, which argues against applying a strict liability regime based on 

the claim that it will have a stifling effect on the AI industry. In the 

process, this Part will review other industries in which a strict liability 

standard applies and does not cause or deepen a monopolization 

problem. Part III will present two main reasons why the suggested 

relationship between a strict liability regime and the monopolization 

of the AI industry should be rejected. In the process, this Part will 

discuss the lack of evidence connecting this liability regime to 

monopolization. Furthermore, it will discuss the unique features 

 
which stand at the basis of an AI decision-making process. This is because in various 

methods of AI (such as machine learning and neural networks) the algorithm is self-

taught, based on existing databases, and the decision-making process is not 

transparent. See Anat Lior, The AI Accident Network: Artificial Intelligence 

Liability Meets Network Theory, 95 TUL. L. REV. 1, 6 (2020). See also, Jason 

Bloomberg, Don’t Trust Artificial Intelligence? Time to Open the AI 'Black-Box', 

FORBES (Sep. 16, 2018), www.forbes.com/sites/jasonbloomberg/2018/09/16/dont-

trust-artificial-intelligence-time-to-open-the-ai-black-box/#69410d83b4a7. 

8.  This article will not focus on this question, but rather take as an 

assumption the preferability of a strict liability regime. For more see supra note 7. 

9.  See, e.g., Yavar Bathaee, The Artificial Intelligence Black Box and the 

Failure of Intent and Causation, 31 HARV. J.L. & TECH. 889 (2018); Abiel Garcia, 

Antitrust is Already Equipped to Handle “Big Data” Issues, 28 NO. 1 

COMPETITION: J. ANTI., UCL & PRIVACY SEC. CAL. L. ASSOC. 1 (2018). 
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insurance law has to offer, which enable it to reduce the threat of AI 

monopolization once a strict liability regime applies. This Article's 

main purposes are to refute the alleged connection between a strict 

liability regime and AI monopolization and to argue for a strict 

liability regime as the appropriate liability regime in an AI context. 

II. STRICT LIABILITY AS THE APPROPRIATE AI LIABILITY REGIME 

Some scholars, including myself, have advocated for the 

application of a strict liability regime for AI-inflicted harms. Before 

reviewing my stance on the applicability of strict liability, a brief review 

of the broader literature proposing strict liability as an AI regime is in 

order. 

Those who advocate for a strict liability regime for AI entities 

often begin by analogizing to the product liability context. In the 

product liability regime, manufacturers are held strictly liable for 

damages arising out of defects in their products.
10

 In general terms, 

the argument for strict liability is that it saves the transaction costs of 

complex and lengthy litigation and places the blame on the actor in 

the best position to absorb or transfer the costs, who may or may not 

be an entity with deep pockets. A strict liability regime may even 

encourage innovation, if it provides manufacturers with a certain, 

predictable legal framework to operate in.
11

 Moreover, because many 

AI algorithms are ‘black boxes,’ the concept of algorithmic 

negligence
12

 is far too complex and opaque to be analyzed and 

evaluated by judges and juries.
13

 Thus, in this context, a negligence 

regime is harder to implement than a strict liability regime.
14

 

 
10.  See, e.g., Kim, supra note 7; Smith, supra note 7; Chagal-Feferkorn, supra 

note 7. 

11.  David C. Vladeck, Machines Without Principals: Liability Rules and 

Artificial Intelligence, 89 WASH. L. REV. 117, 147 (2014). 

12.  FRANK PASQUALE, THE BLACK BOX SOCIETY 40 (2015). 

13.  For a breakdown of the elements of negligence in an AI context see Omri 

Rachum-Twaig, Whose Robots Is It Anyway?: Liability of Artificial-Intelligence-

Based Robots, 2020 U. ILL. L. REV. 1141, 1159 (2020). Negligence requires 

evaluating whether a risk is reasonable, which is usually determined by a cost-benefit 

analysis. This is a difficult analysis to perform in an AI context, since harms are 

usually inflicted with no direct human involvement. If we wish to apply this 

reasonableness paradigm, we must first decide what constitutes a "reasonable AI 

entity" and determine how we can pour content into this fiction in a way that would 

enable us to create legal standards to examine AI liability and reasonableness. For 

more on why negligence is not the appropriate liability regime see Lior, supra note 

8. 

14.  See also, Selbst, supra note 7, in which he identifies problems to the 

application of negligence on AI entities and reaches the conclusion that “The use 

of AI decision-assistance tools is rapidly accelerating. Some people will make errors 

using AI tools, and others will be hurt. Negligence law exists to ensure that people 

harmed by others’ actions have recourse if we consider those actions blameworthy. 

If we want to ensure that plaintiffs can continue to recover for AI-related injuries, 
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I have written at length elsewhere about the reasons why I 

advocate for strict liability.
15

 However, it is important to briefly review 

this reasoning before discussing the alleged correlation between strict 

liability and AI monopolization. In doing so, we will understand why 

it is important to adopt a strict liability regime and why one should 

not reject it due to AI monopolization concerns. 

Two arguments make clear that a strict liability regime should be 

applied in the AI context. The first reasons by analogy to the 

principal-agent context, and the second applies George Fletcher’s 

analytical framework regarding nonreciprocal harms.
16

  

First, the AI context is best analogized to a principal-agent context 

in which “AI entities”
17

 are agents, where an AI entity includes 

machines, robots and algorithms. This analogy makes clear that we 

should apply the respondeat superior doctrine to hold the principals 

– here, the humans responsible for AI entities – liable for damages 

caused by their AI agents. A judgement-proof agent will not be held 

liable for the result of an accident, and its principal becomes the liable 

party.  

This principle has been applied to judgment-proof entities 

considered “agents” as a legal fiction, including domesticated or wild 

animals. In order to provide a remedy when an animal does harm, a 

human guardian, keeper, custodian or owner is found liable instead. 

Put another way, the identity of that accountable human is reduced to 

that of a principal who is best able to control and monitor the AI 

agent's activities. The technical definition of the principal may vary, 

but a human principal will still be held liable for the actions of the AI 

entity under his influence and responsibility. 

These analogies are fitting as the AI agent is not transparent to the 

victim, in the sense that the victim cannot take any preventative 

measures to protect herself when she faces a harmful AI agent. 

Instead, the principal is in the best position to take proactive actions 

to prevent potential accidents, mitigate damages, purchase insurance 

for the AI agent, or strive to attain the optimal level of AI activity. 

After all, humans impose risks on other humans, but an AI agent is 

 
we must either intervene soon to help negligence law adapt or find another way to 

compensate victims.” Id. at 1376. For a different view, see Ryan Abbott, The 

Reasonable Computer: Disruptive Paradigm of Tort Liability, 86 GEO. WASH. L. 

REV. 1 (2018); Karni Chagal-Feferkorn, The Reasonable Algorithm, 2018 U. ILL. 

J.L. TECH. & POL'Y 111. 

15.  See Anat Lior, AI Entities as AI Agents: Artificial Intelligence Liability 

and the AI Respondeat Superior Analogy, 46 MITCHEL HAMLINE L. REV. 1043 

(2020); Lior, supra note 8. 

16.  George P. Fletcher, Fairness and Utility in Tort Theory, 85 HARV. L. 

REV. 537 (1972). 

17.  The use of this term is derived from its relative neutrality. AI are not 

always robots nor are they always algorithms. 
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only a tool that cannot assume legal responsibilities. An AI agent is 

merely a device in the hands of its principal. 

A second argument for applying a strict liability regime is 

explained by Fletcher’s nonreciprocal approach. According to this 

paradigm, “a victim has a right to recover for injuries caused by a risk 

greater in degree and different in order from those created by the 

victim and imposed on the defendant.”
18

 Restated, one should have a 

right for recovery for injuries and damages which are a result of a 

“nonreciprocal risk.” If the defendant has generated a 

“disproportionate, excessive risk of harm, relative to the victim's risk-

creating activity,”
19

 this approach would find such a defendant strictly 

liable. Applying this paradigm, AI entities inherently possess the 

power to inflict greater damages on their environment than the 

environment can inflict on them, since they do not possess similar 

rights as humans to be safe and protected from harm.  

Furthermore, AI entities are able to interact with their 

environment more intensely than humans can, which results in them 

presenting greater risks to others. Because AI entities act upon online 

networks, they possess a unique ability to communicate quickly, 

repetitively, and across a vast number of platforms simultaneously. 

Therefore, AI entities pose greater risks than humans—even when 

they are engaged in similar activities.
20

 Because AI entities engage in 

high levels of repetitive, ubiquitous activity, creating nonreciprocal 

risks, even all parties take reasonable precautions. Society can give AI 

businesses an appropriate incentive to reduce these harmful levels of 

activity by imposing a strict liability regime where the businesses know 

that they will be held liable for any damages that might occur due to 

their activities. A negligence regime provides less incentive to reduce 

these harmful levels of activity, because the negligence analysis only 

imposes liability if the business fails to take reasonable precautions—

even if the business is engaged in inefficiently high levels of a risky 

activity.
21

 Furthermore, a strict liability regime, unlike a negligence 

regime, enables the common law system to avoid the rigorous and 

problematic analysis of the “reasonable person” standard, thus 

minimizing administrative costs.
22

 This is especially true in the AI 

 
18.  Fletcher, supra note 17, at 542. 

19.  Id. 

20.  See Leon E. Wein, The Responsibility of Intelligent Artifacts: Toward an 

Automation Jurisprudence, 6 HARV. J.L. & TECH. 103, 107 (1992) (“[A]utomated 

devices generate liability of a different order or degree than humans performing an 

equivalent task . . . .”). 

21.  Steven Shavell, Liability for Accidents, in HANDBOOK OF LAW AND 

ECONOMICS 139, 146–47 (2007). 

22.  GUIDO CALABRESI, THE COSTS OF ACCIDENTS – A LEGAL AND 

ECONOMIC ANALYSIS 225 (1970).  
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context where the notions of fault or blameworthiness are difficult to 

prove in a coherent and holistic manner given the 'black-box' issue.
23

 

As AI agents are judgment-proof, regulators can only create the 

proper incentives to prevent damages and invest in achieving an 

optimal level of activity by awarding damages against the human 

principals. This is a worthy goal and can be accomplished via a strict 

liability regime which takes into consideration the nonreciprocal risks 

an AI agent imposes and the agent’s high levels of activity. A strict 

liability regime works to promote the protection of individuals who 

lack the means to protect themselves from the nonreciprocal risks 

these intelligent but unpredictable entities can inflict. 

This Part laid the foundation for why a strict liability regime is 

appropriate for the AI context. But this is only a secondary goal of 

this Article; the core argument of this Article is that a strict liability 

regime should not be rejected in light of the rapid monopolization 

process currently happening in the AI industry.
24

 But first, the 

argument against strict liability must be presented. 

A. The Stifling Effect of a Strict Liability Regime 

Given that a strict liability regime would hold a company liable for 

damages regardless of blame or fault,
25

 it seems reasonable to assume 

that applying such a regime on companies for the damages they inflict, 

physical or otherwise, would lead to many of the companies with 

fewer financial resources removing themselves from the market out 

of fear of bankruptcy. If these less-well-resourced companies will be 

held liable every time they inflict damage, regardless of their efforts 

to prevent this damage or enhance the overall safety of their products 

or services, their ability to create revenue will be heavily compromised 

and, as a result, their participation in the market will be futile. 

This is clearer in the context of tech companies and firms which 

collect and use big data. Some say that applying a strict liability regime 

to these companies will surely stifle innovation.
26

 The development of 

 
23.  See supra note 8. 

24.  E.g., Sukhayl Niyazov, AI-powered Monopolies and the New World 

Order, MEDIUM (Jun. 27, 2019), www.towardsdatascience.com/ai-powered-

monopolies-and-the-new-world-order-1c56cfc76e7d. See also infra Part III.2. 

25.  See, e.g., Guido Calabresi & Jon T. Hirschoff, Toward a Test for Strict 

Liability in Torts, 81 YALE L.J. 1055 (1972); CALABRESI, supra note 23; Steven 

Shavell, Strict Liability Versus Negligence, 9 J. LEGAL STUD. 1 (1980); Guido 

Calabresi, The Decision for Accidents: An Approach to Nonfault Allocation of 

Costs, 78 HARV. L. REV. 713 (1965).  

26.  For more on the claim of regulation as an obstacle to innovation see, e.g., 

Gregory Mandel, Regulating Emerging Technologies, 1 L., INNOVATION & TECH. 

75 (2009); Marchant & Lindor, supra note 7, at 1335; Mary L. Lyndon, Tort Law 

and Technology, 12 YALE J. ON REG. 137 (1995); Kyle Graham, Of Frightened 

Horses and Autonomous Vehicles: Tort Law and Its Assimilation of Innovations, 
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new emergent technologies, some disruptive in nature,
27

 is bound to 

lead to damages while the technology is being developed, adapted, 

and adopted by consumers and society at large. A strict liability regime 

may curb companies' ability to develop new technologies that will 

eventually benefit our society.
28

 Furthermore, “in consumer-facing 

settings, the size and structural market power of a firm may signal to 

a consumer that a firm can pay for, or distribute the cost of, any injury 

caused by product failure or that it possesses insurance to cover those 

injuries.”
29

 Therefore, it is reasonable to assume that customers will 

prefer to purchase goods and acquire services from companies that 

are seen as stronger and more stable brands, to ensure there will be a 

solvent entity to pay for potential damages. 

This fear of stifling innovation can be seen in the legislative 

context of the aviation and vaccination industries,
30

 as well as in 

Section 230 of the Communications Decency Act (CDA). In these 

cases, legislators have attempted to mitigate this fear by granting 

immunity from liability, i.e. applying a no-liability regime to products 

created by airplane manufacturers, vaccination providers, and online 

platforms. It is important to note that of course, strict liability and no-

liability are not the only options. However, in the context of emerging 

technologies, the contrast between these opposing regimes highlights 

the alleged tradeoffs between innovation and consumer protection.” 

The following examples show that legislators often opt for a no-

liability regime at first when accommodating new technologies. Thus, 

briefly examining case studies involving no-liability regimes is useful 

for understanding the debate over liability regimes in the context of 

AI.  

First, in the aviation context, Congress saw the net social benefit 

of having an aircraft manufacturing industry and took action to protect 

it. Congress passed the General Aviation Revitalization Act of 1994,
31

 

 
52 SANTA CLARA L. REV. 1241 (2012); Matthew U. Scherer, Regulating Artificial 

Intelligence Systems: Risks, Challenges, Competencies, and Strategies, 29 HARV. 

J.L. & TECH. 353 (2016); Matthew T. Wansley, Regulation of Emerging Risks, 69 

VAND. L. REV. 401 (2016).  

27.  Indeed “move fast and break things” was Facebook's internal moto until 

2014. Karen Wickre, What Startups Can Learn from Facebook’s Reckless ‘Move 

Fast and Break Things’ Mantra, THE MARKER, marker.medium.com/what-

startups-can-learn-from-facebooks-reckless-move-fast-and-break-things-mantra-

8dcc93ee3437. 

28.  For example, in the context of biotechnology markets, see Michael D. 

Stovsky, Comment, Product Liability Barriers to the Commercialization of 

Biotechnology, 6 HIGH TECH. L.J. 363, 379–80 (1991); in the context of genetic 

privacy violation, see Benjamin Sundholm, Strict Liability for Genetic Privacy 

Violations in the Age of Big Data, 49 U. MEM. L. REV. 759 (2019). 

29.  Bathaee, supra note 10, at 932 n. 187. 

30.  See Lior, supra note 16, at 1076. 

31.  General Aviation Revitalization Act of 1994, Pub L. No. 103-298, 108 

Stat. 1552 (1994). 
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granting immunity to manufacturers of small airplanes and their parts 

from liability for eighteen years in order to ensure that the industry 

would survive despite liability suits. The immunity period was limited 

and eventually ended, given the widespread use of airplanes and the 

stabilization of the industry. Legislators expected manufacturers to 

take responsibility for accidents caused by their airplanes, given the 

maturity of the market and its ability to learn and fix its past mistakes.
32

 

Second, while the social benefit of vaccinations is also generally 

undisputed, vaccine manufacturers were previously exposed to many 

lawsuits until federal preemption laws were put in place to prevent the 

vaccine industry from becoming bankrupt.
33

 After an $8.5 million 

judgment was awarded in favor of a patient who contracted polio from 

an oral polio vaccine,
34

 Congress intervened and passed the National 

Childhood Vaccine Injury Act of 1986. This law established a system 

of regulations and standards for vaccines that limited the liability of 

manufacturers and established a fund from which money would be 

taken in case of injury.
35

 

 When Congress grants immunity via a no-liability regime or a 

limited liability regime, it will spur innovation but consumers will pay 

a great cost – these regimes “diminish[], if not eliminate[], the 

incentives for manufacturers to make marginal improvements in the 

safety of their products in order to prevent liability.”
36

 Furthermore, 

unlike the vaccination industry and to certain extent the aviation 

industry, it is not yet clear whether AI, as a commodity, will create 

enough social benefit to be worthy of legal immunity from liability. 

Even advocating for a no-liability regime could actually hurt the 

industry’s incentive to refine and enhance existing technologies.
37

  

For example, in Bruesewitz v. Wyeth, a parent of a minor, who 

was allegedly injured from a DPT (diphtheria, pertussis or “whooping 

cough,” and tetanus) vaccine, sued the manufacturer of the vaccine 

 
32.  For criticism on this grace period see Kerry V. Kovarik, A Good Idea 

Stretched Too Far: Amending the General Aviation Revitalization Act to Mitigate 

Unintended Inequities, 1 SEATTLE U. L. REV. 973 (2008); The General Aviation 

Revitalization Act: When it Comes to Product Liability, Don't Believe What They 

Claim, PUB. CITIZEN, 

web.archive.org/web/20180517015506/www.citizen.org/article/general-aviation-act-

when-it-comes-product-liability-dont-believe-what-they-claim; Lawrence J. Truitt & 

Scott E. Tarry, The Rise and Fall of General Aviation: Product Liability, Market 

Structure, and Technological Innovation, 34 TRANS. J. 52 (1995). 

33.  Weston Kowert, The Foreseeability of Human-Artificial Intelligence 

Interactions, 96 TEX. L. REV. 181, 195–96 (2017); Marchant & Lindor, supra note 

7, at 1331. 

34.  Strong v. Am. Cyanamid Co. 261 S.W.3d 493, 521 (Mo. Ct. App. 2007). 

35.  42 U.S.C. § 300aa-1 (1986). 

36.  Marchant & Lindor, supra note 7, at 1337. 

37.  Kowert, supra note 34, at 199. 



100 COLUM. SCI. & TECH. L. REV. [Vol. XXII 

under a product liability claim.
38

 The majority opinion, written by 

Justice Scalia, ruled against the parents and held the National 

Childhood Vaccine Injury Act preempts all claims against the 

manufacturer. In her dissent, Justice Sotomayor noted the 

relationship between immunity and the lack of incentives to innovate. 

She claimed the majority opinion “leaves a regulatory vacuum in 

which no one ensures that vaccine manufacturers adequately take 

account of scientific and technological advancements when designing 

or distributing their products.”
39

 Under a no-liability regime, 

manufacturers may not internalize the damages their products create, 

and they may fail to update the technology even when it is possible, 

desirable, and efficient to do so. 

Third, Section 230 of the Communication Decency Act (CDA) 

provides, in practice, immunity for online platforms from tort liability 

with regards to content published on their platform.
40

 This, however, 

is not what it was originally intended to do – “lawmakers thought they 

were devising a limited safe harbor from liability for online providers 

engaged in self-regulation.”
41

 Legislators wanted “'to encourage 

telecommunications and information service providers to deploy new 

technologies and policies' to block or filter offensive material.”
42

 In 

other words, the law meant to encourage online platforms to act as 

'Good Samaritans' immune from legal consequences if and when they 

failed in their self-regulation efforts.
43

 However, courts have 

interpreted this section in a way that shields online platforms from 

liability, even extending this to “services whose business is the active 

subversion of online decency,” which is in conflict with the legislators’ 

original intent.
44

 Courts understood this section as a shield which 

exempts online platforms, such as social media, from liability once 

tortious content has been posted on their websites.
45

 Without § 230, 

many platforms would likely not be able to offer their services to the 

public, and websites such as Facebook, Instagram, Twitter and 

YouTube would be forced to change their current format or even 

shut down their activity permanently. Supporters of § 230 claim that 

it is “responsible for the ‘extraordinary Internet boom’”
46

 and 
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41.  Danielle Keats Citron & Benjamin Wittes, The Internet Will Not Break: 

Denying Bad Samaritans § 230 Immunity, 86 FORDHAM L. REV. 401, 403 (2017).  

42.  Id. at 404. 

43.  Id. at 407. 

44.  Id. at 409. 

45.  See e.g., Kate Klonick, The New Governors: The People, Rules, and 

Processes Governing Online Speech, 131 HARV. L. REV. 1598 (2018); Citron & 
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cancelling it would “sound the death knell to innovation.”
47

 Similar 

statements were recently made about President Trump’s executive 

order, “Executive Order on Preventing Online Censorship,” which 

narrowed the application of § 230.
48

 

In recent years, however, one can note a slow erosion of the 

absolute immunity provided by § 230 as it was initially interpreted by 

courts. The erosion took place through a process of judicial 

exception-setting. Amazon, for example, can be found liable for 

defective products sold via its platforms,
49

 and Airbnb can be held 

liable if apartments listed on its website are in violation of zoning or 

city laws.
50

 Furthermore, in 2019, Congress passed legislation which 

holds websites liable in cases of human trafficking, which goes directly 

against the statute’s purpose of enabling online platforms to act only 

as mediators.
51

 Some scholars have expressly called for a much more 

limited § 230, claiming that: “to the extent the internet needed a broad 

liability shield when it was young, it certainly needs it no longer. 

Innovation on online platforms can at this point coexist with an 
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rules.html (“The court said Amazon also can’t be shielded from liability through 

Section 230 of the Communications Decency Act, a law from the 1990s that 

protects online platforms from being held responsible for content their users post 

on their sites.”). 
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expectation that platform companies will behave according to some 

enforceable standard of conduct.”
52

 

Thus, the common argument against a strict liability regime is that 

there would be greater barriers to enter commercial markets given the 

problematic effect such a regime may have on the resources, ability, 

and will of entrepreneurs to pursue the development of new 

technologies or provide services we value as a society. A no-liability 

regime, which exists in various aforementioned contexts, can in fact 

eliminate these concerns and facilitate innovation. Danielle Citron 

referred to this as the 'hyper-vigilant' stage of law's reaction to new 

technologies: “after the technology’s benefits become apparent, the 

law abruptly reverses course, seeing its earlier awards of liability as 

threats to technological progress and granting sweeping protection to 

the firms in the new industry.”
53

 

As these examples show, however, a no-liability regime raises 

other concerns even as it sometimes encourages innovation. These 

concerns demand an assessment of whether the public benefits of 

innovation justify the no-liability regime. It is still unclear whether 

companies experimenting with big data and AI should be able to 

enjoy such a lenient liability regime. Furthermore, as industries 

mature, legislatures and courts attempt to cut back on the immunities 

the industry enjoys. Immunity regimes often erode over time, and 

restrictions which allegedly stifle innovation frequently appear. 

Some argue that, since strict liability exposes companies to liability 

in an expansive range of situations, applying such a regime may lead 

to a number of big companies dominating the market. These 

companies are able to compete in the market despite a strict liability 

regime because they have the financial resources to support 

themselves when their products or services cause harm. Smaller 

companies, on the other hand, will face difficulties in entering these 

markets because they lack the necessary resources and capital to 

hedge their risks if they are forced to pay many large money 

judgments, which may happen if they are held strictly liable for the 

damages their products cause. As the next section demonstrates, this 

argument is supported by the fact that the AI industry today faces a 

number of significant antitrust concerns. 

B. AI Monopolization 

The structure of the AI industry and AI firms themselves can raise 

antitrust concerns, regardless of how the products and services are 

used. Today, a select number of private companies are swiftly 
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developing the AI industry.
54

 Big AI companies can outcompete their 

peers in the industry because they have vast databases,
55

 which they 

obtained systematically from their users.
56

 This ability enables them to 

execute projects and collaborations with educational and 

governmental organizations to further develop their business reach 

and public image.
57

 Such means and opportunities are not readily 

available to smaller companies in the AI field that lack their own large 

data pools. Thus, small private companies have to purchase this data 

in order to develop AI interfaces or collaborate with other companies 

to achieve the same end.
58

 Indeed, some propose to reduce the power 

of big tech companies by “mak[ing] [them] share data with smaller 
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ones,”
59

 or by preventing big companies from combining data they 

acquire from different sources, as Germany's regulators recently 

required Facebook to do.
60

 Furthermore, the public sector is no better 

off competing with these big players: not only does it face a 

disadvantage when it comes to funding and hiring professional human 

resources, but the public sector is less able to access and use big 

databases due to the strict regulations that apply.
61

 

A report released by the House of Lords Committee in the U.K. 

recommended a review of the monopolization of data in the AI field 

by American tech firms that work in the U.K.
62

 This committee, of 

course, prefers growth in the British economy over that of the U.S., 

but this does not weaken the finding that data is being monopolized.  

What’s more, big AI companies are purchasing smaller AI 

startups and projects in early stages of their development, and thus 

eliminating any future potential competition.
63

 These acquisitions 

demonstrate the desire of these companies to accumulate intellectual 

property,
64

 datasets, and highly trained human resources in the field 
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of AI. The effect is that competition is stifled. While we can anticipate 

mergers and acquisitions (M&A) in almost every market, the M&A 

deals in the AI sector are unique, because they are agreed upon and 

executed at a rapid pace, in the early stages of the target company’s 

life cycle, and by an exceedingly small and exclusive number of 

companies.
65

 

This process, which leads to the steady monopolization of the 

field, may negatively affect the present and future clientele of AI 

companies.
66

 The level of competition in this market has decreased 

rapidly,
67

 which is surprising given AI's relative importance in recent 

years.
68

 This has practically handed over the AI market to a small 

number of companies who have the financial and professional power 

to dominate it.
69

 Assuming that the predictions prove accurate and AI 

will be the next big technology to shape our lives,
70

 yielding such 
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power to a limited number of players, regardless of their size,
 71

 is 

worrisome. All of this leads to the claim that “[a]lready, AI talent is 

concentrated in the hands of a few large firms”
72

 and a strict liability 

regime will only make the situation worse. This Article aims to refute 

this claim, and we turn to these arguments in the following Part. 

III. WHY STRICT LIABILITY WILL NOT LEAD TO AI 

MONOPOLIZATION  

A. Lack of Substantial Connection 

There is no substantial connection between a strict liability regime 

and AI monopolization. This is evident when one considers that, 

despite the fact that a strict liability regime applies to many dangerous 

activities in different markets, none of these markets were 

monopolized by an exclusive number of companies, and many 

companies are able to enter, operate, and compete in these markets. 

Examples of this can be found in abnormally dangerous activities,
73

 

such as blasting,
74

 gasoline explosions,
75

 fireworks injuries,
76

 the usage 

of toxic materials,
77

 and more.
78

 Strict liability also applies to 
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ownership of wild animals.
79

 Yet none of these industries suffers from 

highly-concentrated markets despite being subject to a strict liability 

regime.  

 In the blasting industry, for example, no small group of 

companies dominates the market. In 2019, 39.5% of the U.S. industry 

revenue was held by three major companies, whereas other minor 

players accounted for the remaining 60.5%.
80

 The chemical products 

market is unconcentrated, “with the top two players accounting for 

less than 5.0% of total industry revenue in 2019.”
81

 Hazardous waste 

collection also has a limited concentration, with only 12.5% of the 

market held by three major players.
82

 Further, many private 

companies and individuals in the U.S. own wild animals, as it is legal 

in many states.
83

 This activity was not dominated by big companies 

over time, despite being subjected to a strict liability regime.
84

 

On the other hand, the nuclear power industry in the U.S. does 

have a concentrated market – 69.6% of the revenue in 2019 came 

from three major players in the industry.
85

 Furthermore, “over the 

coming years, market share concentration is anticipated to increase as 
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the US government grants permits to existing players that have 

experience owning and operating a nuclear plant.”
86

 Thus, barriers to 

market entry in abnormally dangerous industries are not necessarily 

created by strict liability. Rather, barriers can be erected if the 

government prefers to further invest in companies with proven 

experience. 

One might argue that there is a more significant connection 

between monopolization and a strict liability regime in new emerging 

technology industries, at least as compared to the more “traditional” 

fields discussed above. After all, companies with vast resources can 

invest in new technologies, such as AI, more effectively than their 

smaller peers because they can afford to wait out the long research 

and development phase these companies go through prior to their 

successful entrance to the market.
87

 Furthermore, in emerging 

technologies, unlike the nuclear power industry, there is little 

advantage to having experience in the field. Therefore, other factors, 

foreign to the applicable liability regime, may influence the 

monopolization of a given field.  

As is evident from the discussion above about AI monopolization, 

it is hard to successfully establish the claim that strict liability erects 

significant barriers to entry in the AI market. Scholars and politicians, 

both in the U.S. and abroad, have not reached agreement on which 

liability regime will best handle AI inflicted-damages. Some advocate 

for a strict liability regime, while others advocate for a negligence 

regime,
88

 but no decision has been made so far. Thus, given the 

already high levels of monopolization in the AI industry, it is difficult 

to claim that applying a strict liability regime on AI-inflicted damages 

will have a substantial role in producing monopolization. Even if strict 

liability would contribute to AI monopolization, by the time that 

regime is implemented by regulators and the courts, it would probably 
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be too late to place any significant blame for the concentrated market 

on the shoulders of a strict liability regime. 

Furthermore, a strict liability regime is only a minor factor in 

creating barriers to enter the AI market. AI companies are already 

consolidating rapidly even though the strict liability regime is not yet 

in place. Much more pressing issues include the lack of resources 

available to small companies, including big databases which are 

readily available to the “tech giants,”
89

 as well as the fast pace of M&A 

deals.
90

 Rejecting strict liability cannot prevent the ongoing process of 

AI monopolization. Furthermore, holding these companies liable for 

their AI-inflicted damages can help stabilize the market and raise 

awareness of the inherently unpredictable nature of AI in a way that 

will ensure these companies will be held accountable for their actions. 

Moreover, it is difficult to use the genetics and biotechnology 

industries
91

 to argue that imposing strict liability on a market tends to 

cause the monopolization of that market.
92

 AI is unique because it is 

difficult to develop AI without big data sets.
93

 This may explain why 

corporations – such as Verizon – purchase failed companies like 

AOL and Yahoo, who have large volumes of data collected over years 

of activity.
94

 For Verizon and others, these big datasets are a 
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prerequisite to partaking in the AI industry. In other words, the AI 

industry has inherent barriers to entry. The best way to deal with these 

barriers is a combination of antitrust laws, which are the main 

regulatory avenue for preventing monopolization,
95

 and strict 

regulations of how big companies collect, use, and purchase data.
96

 

Industries subject to strict liability regimes may be dominated by 

a few companies for reasons unrelated to the nature of the strict 

liability regime. These reasons include the high costs of complying 

with the law and the potentially large burden of paying for all tort 

damages caused.
97

 Companies may have to expand vast amounts of 

resources on lawyers and legal consultants in order to ensure 

compliance with the applicable regulation in their field,
98

 especially in 

today's international commercial markets.
99

 The high compliance 

costs in markets that are considered to be dangerous to individuals 

and society may explain the existence of barriers to enter some fields, 

such as the gaming industry,
100

 pharmaceutical markets,
101

 and 

manufacturing industries.
102

 

 
95.  For example, by enforcing a definitive and different level of care on big 

AI companies that gather data exponentially, rather than linearly, the regulator can 

better prevent the monopolization of data and the market. This is because it will 

diminish the capability of these big companies to bypass other companies in the 

market. See e.g., Alina Tugend, Fervor Grows for Regulating Big Tech, N.Y. TIMES 

(Nov. 11, 2019), www.nytimes.com/2019/11/11/business/dealbook/regulating-big-

tech-companies.html; Singer, supra note 61; Kiran Stacey, How Washington Plans 

to Regulate Big Tech, FIN. TIMES (Jan. 6, 2019), www.ft.com/content/8aa6680e-

f4e2-11e8-ae55-df4bf40f9d0d. 

96.  This can be done via a combination of antitrust law and privacy law, such 

as Balkin's concept of information fiduciaries, see Jack M. Balkin, Lecture, 

Information Fiduciaries and the First Amendment, 49 U.C. DAVIS L. REV. 1183, 

1205 (2016); Jack M. Balkin, Essay, Free Speech in the Algorithmic Society: Big 

Data, Private Governance, and New School Speech Regulation, 51 U.C. DAVIS L. 

REV. 1149, 1160–63 (2018). For an opposing view, see generally Lina M. Khan & 

David E. Pozen, A Skeptical View of Information Fiduciaries, 133 HARV. L. REV. 

497 (2019). 

97.  This refers to situations in which a court order awarded a plaintiff a sum 

of money. This award can be indemnified by insurance companies, as will be 

explained in Part III.2. 
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This is less true in the context of AI, given the small number of 

regulations applicable to AI companies.
103

 These limited regulations 

align with the declared mission of the U.S. to encourage innovation 

and growth in the AI industry,
104

 and to maintain its leadership
105

 in 

this field.
106

 Nonetheless, there still may be high compliance costs 

despite the regulatory void, as AI companies must proactively invest 

resources to guarantee they are not exposed to liability issues for 

potential damages their products or services may cause. Given this 

lack of legislation and the uncertainty it creates, companies are 

obligated to seek legal advice at every step along the way. This is 

expensive and such costs raise further barriers to entering this field. 

B. Insurance as a Mediation Tool 

The beginning of this Article presented the argument that bigger 

and stronger companies inherently possess a greater capability to 

purchase “insurance to cover” injuries caused by AI.
107

 However, 

bigger and stronger companies do not have a monopoly over the 

ability to purchase insurance. Small companies can also signal to their 

customers that they are able to provide remedies should an accident 

occur. They can do this via their insurance policies.
108

 

This section will begin by examining the role of insurance and 

how it can benefit emerging industries. It next explains why moral 

hazard is not a substantial concern, and it concludes with some 

observations for what AI insurance policies might look like. 

1. The Role of Insurance in Emerging Industries 

Insurance law is an important tool for managing commercial and 

personal risks. It enables companies, big and small, to invest in 
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research and development and further explore fields characterized by 

high levels of uncertainty, such as emerging technologies, without 

constantly fearing bankruptcy. 

Since the industrial revolution, emerging technologies have 

increasingly been a cause for concern. Many scholars have discussed 

the connection and great influence these technologies had on the 

evolution and role of tort law.
109

 However, insurance law is also an 

important and often overlooked tool in this context. It enables, for 

example, the growth and development of emerging technologies 

despite their inherent risks. This is of great value in the context of the 

AI industry, given that a strict liability regime will not necessarily stifle 

innovation in light of the merits insurance law can offer to all 

companies, regardless of their size. 

Like other emerging technologies, such as biotechnology, 

nanotechnology, and synthetic biology,
110

 scientific uncertainty is 

inherent in AI. This uncertainty may create “fear and concern among 

members of the public and public interest groups … and produces a 

problematic environment for industry plans for investment and 

development.”
111

 This fear may lead courts and regulators to apply a 

strict liability regime on AI-inflicted damages in an attempt to 

incentivize safer usage and production of these products and services. 

This phenomenon is not unique to the AI context, but it certainly is 

more pervasive there than in other emerging technology contexts.
112

 

Insurance law can help alleviate and mitigate this uncertainty by 

providing an actuarial instrument to hedge the risks associated with 

AI, all the more so when a strict liability regime is in effect. The 

utilization of insurance law can enable small companies to invest their 

resources and capital in the AI market, even if they will be held strictly 

liable when damages occur. In this sense, insurance can be used as an 

instrument to level the playing field upon which big and small AI 

companies operate. 

One caveat, however, is that scientific uncertainty surrounding AI 

will likely at first lead to higher policy premiums, because insurers still 

do not have enough data to completely understand the actuarial 

calculation of the risks associated with AI. Insurers offering insurance 

to AI companies will be taking an immense risk, so they will likely 

limit their own obligations to their AI industry policyholders. This will 
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lead to high premiums, which may only be financially feasible for big 

companies.
113

 This was the case when cybersecurity insurance first 

emerged, offering companies insurance policies with respect to their 

“information security and privacy liability, and business 

interruption.”
114

 

Nonetheless, this problem will likely be solved as the life cycle of 

AI as a commodity progresses. The data gathered from entire fleets 

of AI companies and their products, such as autonomous vehicles, 

drones, security robots, and hiring algorithms, can help mitigate this 

actuarial problem over time.
115

 This data will enable insurers to better 

estimate and understand the risks associated with AI, in turn leading 

to lower premiums that are more affordable and accessible to smaller 

AI companies. As AI entities gain more experience and generate 

more valuable data, insurers can establish risk-adjusted premiums for 

each AI entity and its activities.
116

 Thus, even though policies covering 

AI activities will be less financially available to small companies, 

insurance can still be a beneficial hedging tool to these companies. 
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After a small company enters the AI market, it takes a long time 

for the company to make its products and services available.
117

 Before 

that time, the company’s products and services cannot harm 

consumers. This lengthy development stage can provide insurance 

companies with the time they need to acquire actuarial information 

from big AI companies. By the time the smaller AI companies make 

their way into the market, insurers may feel more comfortable 

charging lower premiums. Moreover, this issue is not unique to the 

AI market. In other emergent technologies, such as cybersecurity, 

purchasing an insurance policy was at first expensive. Nonetheless, 

those fields do not suffer from a monopolization problem today,
118

 

and the cyber insurance market is considered one of the fastest 

growing.
119

 Thus, this inevitable gap may benefit the bigger players at 

first, but it is unlikely to create an environment in which it is 

impossible for small companies to enter and compete in the AI 

market. The next section discusses other means of ensuring that big 

companies will still have “skin in the game” and will not be completely 

protected in a way that could prevent smaller companies from 

entering the market, such as caps and exclusions.  

In order for insurers to lower premiums over time, AI companies 

must be willing to provide data. This may be problematic in cases 

where AI companies wish to withhold important information about 

their AI entities, activities and vulnerabilities fearing, inter alia, 

reputational harms.
120

 Ideally, insurance should be built in such a way 

that prevents this from happening. First, as risk-averse profit-based 

organizations, big and small AI companies would want to purchase 

some sort of insurance policies to hedge their activities. And second, 

in order to purchase that policy, they should be required to provide 

extensive information about their company. Hiding or omitting 

information would most likely lead to the insurer's rejection of future 
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indemnification claims.
121

 Thus, it is in these companies' best interest 

to provide complete and accurate information to ensure future 

coverage. Alternatively, legislators can set regulations requiring these 

companies to provide complete and accurate information, even if 

they do not plan to purchase insurance.
122

 This approach, however, is 

extremely invasive and will most likely raise privacy concerns. 

Moreover, enabling such wide-ranging data collection requires 

legislative intervention. Such intervention seems unlikely given its 

complexity and the difficulty of imposing such a requirement on each 

state in light of the McCarran-Ferguson Act,
123

 according to which the 

states have the power to regulate “the business of insurance.”
124

 

2. Moral Hazard Is Not a Substantial Concern 

Insurance law will not completely shield AI companies from the 

damages they cause. This concern is often expressed using the 

concept of moral hazard.
125

 Moral hazard refers to the fact that 

insurance inherently removes, or at least reduces, the insured's 

incentives to prevent harm given the coverage they are entitled to 

from their insurers. In other words, insurance limits the incentive to 

reduce risk of loss.
126

 John Rappaport explains: “moral hazard 

captures the concern that people will act less carefully when they (or 

the entities on behalf of which they act) are covered by insurance. 

Moral hazard need not entail any perniciousness on the part of the 
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insured. It is a natural consequence of the incentives that the 

indemnification arrangement creates.”
127

  

Critics have pointed to moral hazard to argue against the use of 

insurance since its emergence. In the past, the insurance mechanism 

was considered a violation of public policy in light of moral hazard.
128

 

The basic argument against the use of insurance can be reduced into 

the catch-phrase “less is more.”
129

 When the “safety-net” which 

insureds rely on to hedge against loss is reduced, they become more 

responsible for their own risk – a mechanism that promotes proactive 

behavior to better protect their interests. This will prevent an 

undesirable situation in which insureds are able to make net gains 

from a loss. 

 The concept of moral hazard and the economics behind it, 

however, ignore several crucial points that curtail its influence in the 

insurance context. For example, moral hazard assumes that money 

can compensate for every loss and the policyholder is in the best 

position to reduce harm.
130

 In the context of driver’s insurance, for 

example, moral hazard theory would hold that drivers are in the best 

position to avoid accidents and that car crash victims can be made 

whole financially. However, some injuries, such as bodily or 

emotional injuries, cannot be compensated by money alone. 

Additionally, external factors, such as road infrastructure in the 

context of car accidents, will never be in the control of the 

policyholders, even if they will be held strictly liable for the damages 

caused by these external factors. 

Moreover, insurers often set certain exclusions with regard to 

collateral damage. These include bodily and emotional harms caused 

to third-parties or other entities which are far removed from the 

policyholder. This is a well-known instrument to keep insureds' “skin 

in the game” and mitigate potential moral hazard risks.
131

 For example, 

if an AI algorithm was used as part of a cyberattack on a hospital, this 

could lead to vast collateral damage in the form of patient deaths and 

emotional harm.
132

 The insurance company would set exclusions for 
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these types of collateral damage to hedge their risks, since they will 

not be willing or financially able to provide coverage to all possible 

damages caused from this sort of attack.
133 

Therefore, the fear of moral 

hazards can be, and in practice is, mitigated because policyholders 

will be on the hook for these excluded damages, giving them some 

incentives to take precautions.  

Insurers also use caps and premiums to mitigate moral hazard 

and to better incentivize their policyholders to avoid dangerous 

behavior. Caps essentially place limitations on the amount of money 

that the liability insurer will be obligated to pay in case an accident 

occurs and damages transpire.
134

 This practice is common, for 

example, in the field of mandatory automobile liability. In 

Connecticut, the limit is set at $25,000 per person, and $50,000 per 

accident.
135

 While many people voluntarily purchase automobile 

liability insurance beyond the minimum requirement, many others 

do not. The prima facie justification for setting a low mandatory bar 

is to allow people from different socio-economic backgrounds to 

access fundamental services, such as owning and driving a car. The 

compensation sums, however, are far greater than the minimum 

requirement in most automobile accidents. Another goal of caps is to 

incentivize drivers to internalize the fact that their actions may have 

severe consequences, in the form of monetary sanctions, if they don’t 

take the necessary precautions. Placing a limitation on the amount of 

money available for compensation from the insurance company, and 

requiring the compensation for the rest of the damage to come out of 

the insured’s pocket, minimizes the danger of moral hazard.
136

 Caps 

create an environment that guarantees policyholders will be 

incentivized to prevent damages to the best of their ability. 

Along with caps, deductibles and coinsurance can be useful tools 

to limit moral hazard.
137

 Caps, deductibles, and coinsurance make 

sure insureds have something to lose if they act recklessly and thus 

 
www.justice.gov/usao-ma/pr/jury-convicts-man-who-hacked-boston-childrens-

hospital-and-wayside-youth-family-support. 

133.  In general, wide scale events, such as global pandemics, nuclear attacks 

etc. are excluded or capped by insurers. See infra note 156.  

134.  Tom Baker, Liability Insurance as Tort Regulation: Six Ways that 

Liability Insurance Shapes Tort Law in Action, 12 CONN. INS. L. J. 1, 6 (2005). 

135.  See Automobile Coverage Information, ST. OF CONN. INS. DEP’T, 

portal.ct.gov/CID/General-Consumer-Information/Automobile-Coverage-

Information (last visited Mar. 1, 2021). 

136.  See, e.g., Baker, supra note 126. 

137.  Ben-Shahar & Logue, supra note 132, at 208–09; George L. Priest, A 

Principled Approach Toward Insurance Law: The Economics of Insurance and 

the Current Restatement Project, 24 GEO. MASON L. REV. 635, 648–50 (2017). 



118 COLUM. SCI. & TECH. L. REV. [Vol. XXII 

incentivizes them to act more carefully to avoid damages and liability 

claims.
138

  

Another tool to mitigate moral hazard is to impose premiums, 
including risk-based pricing and underwriting premiums. Risk-based 
pricing refers to a situation in which insurers in a competitive market 

customize policies based on the risk factors of the party wishing to 

purchase insurance.
139

 This type of pricing “provides an incentive for 

people to do what they can to reduce exposure to liability claims to 

avoid higher insurance prices in the future.”
140

 However, this moral 

hazard mitigation mechanism comes with some flaws. The process of 

risk-based pricing may lead to discrimination as the algorithms or 

datasets used may lead to gender and racial bias.
141

 This is an issue, 

because the insured parties are unable to affect or change the 

potentially discriminatory algorithms. As a result, this insurance 

mechanism for channeling AI entities’ behavior to be safer and 

transparent falls short. 

However, risk-based pricing which accounts for proxies that are 

within the control of the insured, such as prior accidents and levels of 

activity, can be an effective tool to incentivize safe behavior as the 

insured seeks to avoid paying higher insurance premiums. This is also 

true in the context of AI companies. As the AI market develops and 

insurers gain more information about the underlying risks, insurers 

will be able to better match the premiums they offer to the risks their 

insureds face. Insurers can persuade their policyholders to act in a 

manner that is safer for them and for their environment. They are 

incentivized to exert such pressure because safer behavior on the part 

of their insureds means more profits for them and less 

reimbursement claims. 

Moreover, after a policy has been sold, insurers can adjust the 

premium based on their experience with that specific party, also 
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Inspecting Algorithms for Bias, MIT TECHNOLOGY REVIEW (June 12, 2017), 

www.technologyreview.com/s/607955/inspecting-algorithms-for-bias/; Gideon 

Mann & Cathy O'Neil, Hiring Algorithms are not Neutral, HARVARD BUSINESS 

REVIEW (Dec. 9, 2016), hbr.org/2016/12/hiring-algorithms-are-not-neutral; Cathy 

O'Neil, Recidivism Risk Algorithms are Inherently Discriminatory, MATHBABE 
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YORK TIMES (Jul. 9, 2015), www.nytimes.com/2015/07/10/upshot/when-
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MEDIUM (Sep. 26, 2014), medium.com/@mrtz/how-big-data-is-unfair-
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known as “experience rating.”
142

 These adjustments signal to the 

insured the precise safety measurements she can and should take to 

reduce costs from expected accidents, and therefore, reduce the 

premium of her policy. This will affect both her level of care and 

activity in a way that ensures her behavior is safer to her and her 

surroundings than if these adjustments had not been carried out.
143

 

Premiums can also mitigate moral hazard through insurance 
underwriting, or “the process of evaluating which risks to insure and 

at what price.”
144

 This tool is presented separately from risk-based 

pricing because insurance underwriting allows insurers to collect and 

provide loss prevention information to the insured ex ante, and will 

not be reflected in price differentials. The decision whether to 

implement the loss prevention recommendations in their actions will 

be left up to the insured's discretion. It may be assumed that as risk-

averse players, they will want to receive credible loss prevention 

advice from their insurers, but the ultimate decision is up to them. 

Therefore, this is a softer tool than risk-based pricing, but it still has 

the capability to channel the insured’s behavior, even though it has 

less immediate consequences on the premium price. This is 

particularly true in the context of new emerging technologies, such as 

AI, because insureds desire loss prevention information in a field that 

is rather new and unpredictable. 

As is evident from the discussion above, insurance as an 

institution can proactively mitigate the fear of moral hazard by using 

the terms of its policies as a tool to regulate and channel the behavior 

of its policyholders. In this way, insurance companies encourage their 

insureds to proactively prevent damages if they possess the capability 

to do so. Inherently, insurers influence the behavior of insureds by 

acting as quasi-regulators.
145

 This general idea was referred to by 

Kenneth Abraham as the “governance conception” of insurance.
146

 

This concept states that “in some settings, insurance functions like 

government by influencing policyholders' conduct and protecting 

them against misfortune,” i.e. insurance as a surrogate for 

 
142.  Ben-Shahar & Logue, supra note 132, at 206. 

143.  For more on when these measurements will be adopted with regards to 

care level and activity level, see id. at 207–08. 

144.  Baker & Swedloff, supra note 139, at 1420. For example, an underwriting 

process for an automobile insurance policy involves an underwriter reviewing all 

the information you provided an insurer, including your driving history, your 

vehicle accident history etc. This review enables the underwriter to decide if a policy 

can be issued for you and for what premium. 

145.  See, e.g., Ben-Shahar & Logue, supra note 132, at 199; Baker, supra note 
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146.  Kenneth S. Abraham, Four Conceptions of Insurance, 161 U. PA. L. 

REV. 653, 683 (2013). 
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government.
147

 The quasi-regulation takes shape when insurance 

companies incentivize insureds to minimize the risk of harm if they 

want to be covered by their policy in case of damages. 

This claim requires the assumption that insurance companies are 

in a better position to regulate than traditional regulators. However, 

this may be a reasonable assumption because insurers have the 

necessary information to perform such quasi-regulation. The more 

information insurers have, the better will be at setting premiums, caps, 

and exclusions.
148

 In the context of AI, the information necessary for 

insurers to be in a position to better regulate is held by various 

entities.
149

 Nonetheless, the invaluable role of insurance companies in 

commerce is indisputable and unparalleled by any other entity.
150

 In 

other words, insurers are in the best position to gather the necessary 

information in order to offer insureds certainty in the form of risk-

based premiums.  

This data collection may take time, including the time necessary 

to be able to offer affordable premiums to small AI companies. 

Eventually, though, by using their unique instruments, size, and ability 

to distribute risks, insurers will be in a better position to regulate and 

channel the insured parties’ behavior. In order to insure a specific 

risk or loss, such as AI risks, insurers must be confident in (1) their 

ability to distribute the risk (i.e. risk shifting) and (2) that they are 

operating in a field large enough to make risk-pooling viable, as 

“grouping a large number of ventures in a pool increases the 

probability that the losses suffered by all the ventures will be spread 

over time.”
151

 Thus, insurers’ ability to act as regulators will improve 

as they gather more data and establish themselves as important 

institutions in channeling the behavior of players in the AI industry. 

Moral hazards – which remain an inherent barrier to the 

insurance industry and the economics behind it
152

 – should not be 
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POLICY: CASES AND MATERIALS (2017).  
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Lior, The Technological “Gaydar” – The Problems with Facial Recognition AI, 

YALE J.L. & TECH. BLOG (Jan. 11, 2018) yjolt.org/blog/technological-gaydar-

problems-facial-recognition-ai. 
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ignored.
153

 Nonetheless, they are not enough of a concern to 

undermine the insurance industry as a whole or render it obsolete. 

Moral hazards can be, and in practice are, mitigated by insurers 

themselves as they are incentivized to encourage their insureds to 

avoid reckless behavior and prevent loss when possible. Steps taken 

by insurers and regulators to safeguard against moral hazards will not 

destabilize the important tool of insurance. 

The previous section discussed industries that have low to 

medium market concentrations even though a strict liability regime 

applies. Returning to these examples now, it is interesting to note that 

markets where insurance policies are prevalent generally do not have 

monopolies. For example, the blasting, chemical products, hazardous 

waste collection and wild animal industries do not have mandatory 

insurance schemes.
154

 However, many companies and individuals 

practicing these activities choose to purchase insurance given the risky 

nature of the industry and the strict liability regime that applies.
155

 

One notable exception to this trend is in the domain of nuclear 

accidents, for which insurance coverage is mandatory, highly 
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Rick J Lindsey, Liability Insurance for Chemical Manufacturing Businesses, 

EVOLUTION INS. BROKERS (Aug 26, 2019), www.eibdirect.com/blog/liability-
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Firms - A Formula for Risk Management Results, LOCKTON, 

www.lockton.com/chemical-firms. For hazardous waste collection see, for example, 

Jessica Huneck, Insurance for the Administrative Support, Waste Management, 

and Remediation Industry, TRUSTED CHOICE (Mar. 23, 2020), 

www.trustedchoice.com/n/56. For wild animals see, for example, Exotic Animal 

Liability Insurance, XINSURANCE, www.xinsurance.com/risk-class/exotic-pets; see 
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PROP. CASUALTIES 360 (Mar. 2, 2020), 
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regulated, and backed by federal funds.
156

 The Price-Anderson Act
157

 

created a three-tier insurance scheme to handle “claims of members 

of the public for personal injury and property damage caused by a 

commercial nuclear power plant accident.”
158

 The nuclear industry 

has a medium market concentration despite this mandatory scheme 

(69.6% is held by major players in the industry). However, it is difficult 

to draw many inferences from this domain: given the wide-ranging 

implications and damages a nuclear accident can cause, the industry 

cannot rely on insurance companies alone
159

 and therefore the 

government intervenes to take the role of a reinsurer.
160

 

3. How Insurance Policies Covering AI Should Look 

This final section explores the forms that AI insurance policies 

should take. It begins by examining the features such policies should 

contain, predicting which risks they will initially cover, and discussing 

how insurers might go about drafting policies.  

AI companies should be able to purchase third-party insurance 

policies that incorporate liability caps on the amounts for which they 

would be indemnified against liability.
161

 These policies should also 

include certain exclusions that gradually narrow as the activities 

carried out by AI entities become clearer and more predictable over 

time. The exact details of these policies will require risk-based pricing, 

and a meticulous underwriting process, to better tailor policies to 

mediate the risks of moral hazard, while still enabling AI companies 

to innovate and compete. 
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At its heart, an insurance policy is a contract between the insurer 

and the insured.
162

 As such, it is important to clarify and identify the 

types of risks and perils that will be covered by the contract. Some of 

the harms caused by AI entities will overlap with harms covered by 

other types of policies,
163

 such as property and workers compensation 

policies, as well as the emerging cyber insurance market.
164

 For 

example, the covered damages in cyber insurance policies broadly 

include “information security and privacy liability, and business 

interruption.”
165

 So cyber insurance will likely cover instances of data 

leakage and model theft. It will not, however, cover all damage 

inflicted by AI entities. Most importantly, cyber insurance is not likely 

to offer coverage for bodily harms, brand damage, discriminatory 

decisions made by algorithms, or property damage caused by AI 

entities, as they are not directly related to data breaches or abuse.
166

 

Therefore, it seems that the AI insurance market will first focus its 

efforts mostly on these types of harms – bodily injuries and property 

damage – as it offers policies meant to cover actions carried out by AI 

entities. It will likely offer expanded coverage over time as more 

categories of perils potentially inflicted by AI entities are established.
167

 

Cyber insurance and other similar policies will operate as 

complementary mechanisms for damages inflicted by AI. 
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Not all AI entities are the same, and they should not be treated as 

such.
168

 For example, damages inflicted by autonomous vehicles are 

inherently different than those inflicted by smart vacuum cleaners.
169

 

The nature, capabilities, and goals of each AI entity should be taken 

into account as part of the underwriting process to ensure an accurate 

premium will be set based on the AI entity’s risk level. This should 

be rather similar to the underwriting process done today, which takes 

into account specific details about the user or operator and, more 

importantly, about the used or operated tool itself. For example, in 

the context of automobile insurance, insurers inquire about the 

model of the car, the year it was manufactured, previous accidents, 

regular maintenance, and so on.
170

 Similarly, traits specific to the field 

in which the AI operates should be used to tailor policies for AI 

entities. 

It is important to note that in some cases, small AI companies will 

likely become insolvent if they decide to pursue opportunities that 

will inflict damage in excess of the resources they possess. Unlike big 

AI companies, small AI companies that make risky choices and fail 

may incur liabilities that exceed their assets. In these cases, these small 

companies may decide not to purchase insurance policies because 

they have nothing to lose. This scenario will likely lead to a market 

failure in which these small companies cannot compensate victims for 

the damages they inflict because they lack the necessary resources to 

do so. In these situations, it is desirable to set a mandatory insurance 

mechanism.
171

 This protects victims and ensures that small companies 

will not cause damage they cannot pay for.
172

 

In the context of AI monopolization, insurance law has significant 

value, allowing society to reap the benefits of a strict liability regime 

without the danger of stifling innovation. It enables small companies 

to purchase insurance policies that hedge most of the risks associated 

with AI, similar to the way the automobile insurance industry enables 

large segments of society to purchase and drive a car.
173

 When 

equipped with the limited safety net provided by insurers, these small 

AI companies will be able to take risks and further develop their AI-
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based technologies. This will help smaller AI companies to compete 

with larger ones by minimizing the risk of bankruptcy.
174

 

These insurance policies will not cover every imaginable risk 

posed by AI companies. Some risks will be excluded via caps, 

exclusions, or risk-based premiums. However, insurance is not meant 

to provide a complete guarantee, but only a much-needed margin of 

safety for these companies. It covers enough to allow firms to 

compete and operate in the market, but does not cover so much as 

to make them oblivious to the negative results of their actions. 

Insurance is not a panacea for the financial burdens of strict liability, 

but it does allow AI companies to compete where strict liability 

applies, regardless of their size.
175

 

IV. CONCLUSION 

Big tech companies already have a strong hold over the AI 

industry.
176

 This is the result of many factors, including these 

companies' ability to draw talent, the vast data pools they were able to 

collect over the years, and the fact that they possess more financial 

resources.
177

 

Some argue that a strict liability regime may aggravate this 

monopolization process by erecting greater barriers to enter the 

market for small companies. Companies that lack the necessary 

resources may wish to completely avoid entering this market if they 

will be held strictly liable for damages that are bound to occur given 

the nature of this new disruptive technology.
178

 However, as this 

Article demonstrated, this argument is not a sufficient justification for 
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rejecting the appropriateness of a strict liability regime in an AI 

liability context. 

Furthermore, there is reason to doubt the alleged relationship 

between a strict liability regime and AI monopolization. Strict liability 

isn't the driving factor behind monopolization and insurance law also 

helps mitigate the trend towards monopolization.  

Whether the monopoly that big tech companies have over the AI 

industry should be regulated and enforced
179

 is an important and 

difficult question beyond the scope of this Article.
180

 Rather, this 

Article argues that we should not reject the application of a strict 

liability regime as part of these regulatory efforts. It is highly doubtful 

that rejecting strict liability will provide any significant relief for small 

companies who wish to enter and thrive in this risky but important 

market. 
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